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The mechanism of heat transfer intensification recently brought about by nanofluids is analyzed in this article, in the light of the non-Fourier dual-phase-lagging heat conduction model. The physical problem involves an annular geometry filled with a nanofluid, such as typically used for measurements of the thermal conductivity with Blackwell’s line heat source probe. The mathematical formulation for this problem is analytically solved with the classical integral transform technique, thus providing benchmark results for the temperature predicted with the dual-phase-lagging model. Different test cases are examined in this work, involving nanofluids and probe sizes of practical interest. The effects of the relaxation times on the temperature at the surface of the probe are also examined. The results obtained with the dual-phase-lagging model are critically compared to those obtained with the classical parabolic model, showing that the increase in the thermal conductivity of nanofluids measured with the line heat source probe cannot be attributed to hyperbolic effects.

INTRODUCTION

The constitutive equation that classically relates the heat flux vector to the temperature gradient is Fourier’s law, which considers an infinite speed of propagation of heat in the medium. Despite this unacceptable assumption, Fourier’s law provides accurate results for most practical engineering applications. However, in applications involving small scales of time and space, the use of other constitutive equations, such as those independently derived by Cattaneo [1] and Vernotte [2], may be required. Such models take into account a lag between the heat flux vector and the temperature gradient, resulting in a hyperbolic model for heat conduction [1–13].

Thermal conductivity of fluids plays a vital role in the development of energy-efficient heat transfer equipment. However, traditional fluids used in those equipments have low thermal conductivity [14]. On the other hand, metals in the solid form have thermal conductivity larger by orders of magnitude than those of fluids. For example, the thermal conductivity of copper at room temperature is about 700 times larger than that of water and around 3000 times larger than that of engine oil. Therefore, fluids containing suspended solid metallic particles were expected to display significantly enhanced thermal conductivities relative to conventional heat transfer fluids. Numerous theoretical and experimental studies of the effective thermal conductivity of dispersions containing particles have been conducted since Maxwell’s theoretical work on the subject was published more than 100 years ago [14, 15]. However, early studies of the thermal conductivity of suspensions have been confined to those containing particles with sizes of the order of millimeters or micrometers. In fact, conventional micrometer-sized particles cannot be used in practical heat-transfer equipment because of severe clogging and sedimentation problems. In addition, recent miniaturization, leading to the increasing practical utilization of microchannels and microreactors, also imposed a restriction on the use of micrometer-sized particles [14, 16–18].

Modern nanotechnology provides great opportunities to process and produce materials with average sizes below 50 nm [14, 16–18]. Recognizing an opportunity to apply this emerging nanotechnology to established thermal energy engineering,
Choi and coworkers [14, 16–18] proposed that nanometer-sized metallic particles be suspended in industrial heat transfer fluids, such as water or ethylene glycol, to produce a new class of engineered fluids referred to as nanofluids. Experiments with nanofluids have indicated significant increases in thermal conductivity, as compared to base liquids without nanoparticles or with larger suspended particles [14, 16–23]. Generally, the observed increase in thermal conductivity of nanofluids was substantially larger than that predicted with the available theory. On the other hand, some studies reported that such increase in the thermal conductivity could not be detected with optical experimental methods [24, 25]. In this context, such a fact resulted in a search for physical phenomena not accounted for in the theoretical predictions for suspensions of micrometer-sized or larger particles, which included Brownian motion, liquid layering, ballistic mechanisms, thermophoresis, aggregation of nanoparticles into clusters, etc. [16–26]. Due to previous experimental observations that non-Fourier effects are significant at small time and space scales [1–11], hyperbolic heat conduction models were naturally suggested to explain the heat transfer enhancement in nanofluids [12, 13]. It was proposed [12, 13] that enhanced heat transfer in nanofluids was caused by a heat transfer mechanism modeled in terms of the dual-phase-lagging constitutive equation [5, 7].

In this article we revisit the works of references [12] and [13] and apply the dual-phase-lagging model to a one-dimensional heat conduction problem in cylindrical coordinates. The geometry examined here is that typically used for the measurements of thermal conductivity of nanofluids with Blackwell’s heat source probe [27]. Such a technique consists of a line heat source, usually taken in the form of a heating wire, which is placed inside the material with unknown properties. For large times, the temperature variation of the heat source is shown to be linear with respect to the logarithm of time, so that the thermal conductivity can be computed from the slope of such linear variation. The temperature variation of the heat source can be measured through the variation of the heating wire electrical conductivity. Alternatively, the heating wire and a temperature sensor, such as a thermocouple or a PT-100, can be encapsulated in a metallic needle that is inserted into the medium with unknown thermal conductivity [27–31]. Commercial probes are generally based on this last construction arrangement [31].

The heat conduction problem under examination is solved analytically by using the classical integral transform technique (CIIT) [32, 33]. The controlled accuracy and analytical nature of the solution technique developed in this work allow for the computation of benchmark results for the temperature variation of the probe, based on the dual-phase-lagging model. Numerical results are presented in this article for typical configurations of probes and nanofluids, as well as for different values of relaxation times, which result on hyperbolic effects with distinct intensities. Such results are critically compared to the classical parabolic heat conduction model, as well as to Blackwell’s large-time solution.

**PROBLEM FORMULATION**

The analysis considered here is similar to that examined in references [12] and [13] and involves a dual-phase-lagging model (DPLM) [5, 7]. In such a model, a finite speed of heat propagation in the medium is taken into account through a delay time for the establishment of the heat flux, \( \tau_q \), and a lag between the heat flux vector and the temperature gradient, \( \tau_T \). The constitutive equation relating the heat conduction flux vector and the temperature gradient in the dual-phase-lagging model is given by [1–7, 12, 13]:

\[
\mathbf{q} + \tau_q \frac{\partial \mathbf{q}}{\partial t} = -K \left[ \nabla T_f + \tau_T \frac{\partial (\nabla T_f)}{\partial t} \right] \tag{1}
\]

where \( \mathbf{q} \) is the heat flux vector and \( K \) is the effective thermal conductivity of the medium.

The energy conservation equation for a purely conducting medium, considered in this work as a nanofluid, is written as

\[
(C_s + C_f) \frac{\partial T_f}{\partial t} = -\nabla \cdot \mathbf{q} \tag{2}
\]

where \( C_s \) is the volumetric heat capacity of the nanoparticles and \( C_f \) is the volumetric heat capacity of the base fluid.

The substitution of Eq. (1) into the energy conservation equation (2) results in:

\[
\tau_q \frac{\partial^2 T_f}{\partial t^2} + \frac{\partial T_f}{\partial t} = \alpha \nabla^2 T_f + \alpha \tau_T \frac{\partial (\nabla^2 T_f)}{\partial t} \tag{3}
\]

with the effective thermal diffusivity given by:

\[
\alpha = \frac{K}{C_s + C_f} \tag{4}
\]

Therefore, the use of the constitutive Eq. (1) together with the energy conservation Eq. (2) leads to a hyperbolic heat conduction model given by Eq. (3).

Equation (3) can be simply obtained by considering that the nanoparticles and the base fluid are not in thermal equilibrium. In this case, the energy conservation equation can be written separately for the nanoparticles and the base fluid, respectively, in the following form:

\[
C_s \frac{\partial T_s}{\partial t} = h(T_f - T_s); C_f \frac{\partial T_f}{\partial t} = K\nabla^2 T_f - h(T_f - T_s) \tag{5, 6}
\]

where \( h \) (W/m³K) is a heat transfer coefficient between the fluid and the nanoparticles. Note that it was considered a lumped form of the solution technique developed in this work allow for the computation of benchmark results for the temperature variation of the probe, based on the dual-phase-lagging model. Numerical results are presented in this article for typical configurations of probes and nanofluids, as well as for different values of relaxation times, which result on hyperbolic effects with distinct intensities. Such results are critically compared to the classical parabolic heat conduction model, as well as to Blackwell’s large-time solution.
A comparison of Eqs. (3) and (7) reveals the definition of the effective thermal diffusivity given by Eq. (4), as well as the relaxation times given by:

$$\tau_q = \frac{C_s C_f}{h(C_s + C_f)}; \quad \tau_T = \frac{C_s}{h} \quad (8a, 8b)$$

Therefore,

$$\tau_T = \frac{\tau_q C_s + C_f}{C_f} \quad (9)$$

or, alternatively,

$$\frac{\tau_T}{\tau_q} = 1 + \frac{C_s}{C_f} > 1 \quad (10)$$

Considering the case involving a line heat source probe of radius \(a\) immersed in a cylindrical medium of radius \(b\), Eq. (3) can be rewritten as

$$\frac{\partial^2 T(r, t)}{\partial t^2} + \frac{\partial T(r, t)}{\partial t} = \frac{1}{\alpha} \frac{\partial}{\partial r} \left[ T(r, t) + \tau_T \frac{\partial T(r, t)}{\partial t} \right]$$

in \(a < r < b\), for \(t > 0\) \( (11a) \)

which is subjected to the following initial and boundary conditions:

$$T(r, t) = T_0; \quad \frac{\partial T(r, t)}{\partial t} = 0 \quad \text{for} \quad t = 0, \quad \text{in} \quad a < r < b \quad (11b, 11c)$$

$$-K \frac{\partial}{\partial r} \left[ T(r, t) + \tau_T \frac{\partial T(r, t)}{\partial t} \right] = q_0 + \tau_q \frac{\partial q_0}{\partial t} \quad \text{at} \quad r = a, \quad \text{for} \quad t > 0 \quad (11d)$$

$$K \frac{\partial}{\partial r} \left[ T(r, t) + \tau_T \frac{\partial T(r, t)}{\partial t} \right] = 0 \quad \text{at} \quad r = b, \quad \text{for} \quad t > 0 \quad (11e)$$

where \(q_0\) is the heat flux resulting from the electrical resistance inside the probe and \(T_0\) is the initial temperature of the medium.

By defining the following dimensionless variables,

$$\theta(R, \tau) = \frac{T(r, t) - T_0}{\frac{q_0 b}{K}}; R = \frac{r}{b}; \theta_a = \frac{a}{b}; \tau = \frac{\alpha t}{b^2}; Fo_T = \frac{\alpha \tau_T}{b^2} \quad (12a-f)$$

the problem given by Eqs. (11a–e) can be rewritten in dimensionless form as:

$$Fo_T \frac{\partial^2 \theta(R, \tau)}{\partial \tau^2} + \frac{\partial \theta(R, \tau)}{\partial \tau} = \frac{1}{R} \frac{\partial}{\partial R} \left[ R \frac{\partial}{\partial R} \left[ \theta(R, \tau) + Fo_T \frac{\partial \theta(R, \tau)}{\partial \tau} \right] \right],$$

in \(A < R < 1, \ \tau > 0\) \( (13a) \)

$$\frac{\partial \theta(R, \tau)}{\partial \tau} = 0; \quad \frac{\partial \theta(R, \tau)}{\partial \tau} = 0 \quad \text{for} \quad \tau = 0 \quad \text{in} \quad A < R < 1 \quad (13b, 13c)$$

$$-\frac{\partial}{\partial R} \left[ \theta(R, \tau) + Fo_T \frac{\partial \theta(R, \tau)}{\partial \tau} \right] = 1 \quad \text{at} \quad R = A, \quad \text{for} \quad \tau > 0 \quad (13d)$$

$$-\frac{\partial}{\partial R} \left[ \theta(R, \tau) + Fo_T \frac{\partial \theta(R, \tau)}{\partial \tau} \right] = 0 \quad \text{at} \quad R = 1, \quad \text{for} \quad \tau > 0 \quad (13e)$$

where it was considered that heat flux imposed by the probe is constant in time.

The classical parabolic heat conduction model, which utilizes Fourier’s law as the constitutive equation that relates the heat conduction flux vector and the temperature gradient, can be directly obtained from Eqs. (13a–13e) by making the relaxation times, \(\tau_q\) and \(\tau_T\), equal to zero (Eq. (1)). In terms of the nonequilibrium model given by Eqs. (5) and (6), \(\tau_q \rightarrow 0\) and \(\tau_T \rightarrow 0\) can be obtained with \(h \rightarrow \infty\) (Eqs. (8a) and (8b))—that is, the heat transfer coefficient between the fluid and the dispersed nanoparticles becomes very large and local thermal equilibrium is attained (\(T_f = T_s\)).

**SOLUTION METHODOLOGY**

For the solution of the hyperbolic heat conduction problem given by Eqs. (13a–13e) we apply the classical integral transform technique (CITT) [32, 33]. A split-up procedure [32] is used in order to improve the convergence rate of the final series solution. Hence, the solution for the temperature field is written as:

$$\theta(R, \tau) = \theta_{av}(\tau) + \theta_p(R) + \phi(R, \tau) \quad (14)$$

where \(\theta_{av}(\tau)\) is the average temperature in the medium, which is a priori obtained from Eqs. (13a–13e); \(\theta_p(R)\) is a particular solution and \(\phi(R, \tau)\) is the potential to be solved with the CITT.

The average temperature \(\theta_{av}(\tau)\) is defined as

$$\theta_{av}(\tau) = \frac{\int_{A}^{1} R h(\tau, R)dR}{\int_{A}^{1} RdR} = \frac{2}{1 - A^{2}} \int_{A}^{1} \frac{R h(\tau, R)dR}{dR} \quad (15)$$

Now, in order to determine a solution for \(\theta_{av}(\tau)\), Eq. (13a) is multiplied by \(2/(1 - A^{2})^2\) and integrated over the domain \([A, 1]\) in the \(R\)-direction. The definition given by Eq. (15) is then employed and the boundary conditions (13d, 13e) are used to yield

$$Fo_T \frac{d^2 \theta_{av}(\tau)}{d\tau^2} + \frac{d \theta_{av}(\tau)}{d\tau} = \frac{2A}{1 - A^{2}} \quad \text{for} \quad \tau > 0 \quad (16a)$$

From the initial conditions (13b) and (13c) together with the definition (15), it results that

$$\theta_{av}(\tau) = 0; \quad \frac{d \theta_{av}(\tau)}{d\tau} = 0 \quad \text{for} \quad \tau = 0 \quad (16b, 16c)$$
Therefore, the solution for \( \theta_{av}(\tau) \) is obtained as
\[
\theta_{av}(\tau) = \frac{2A}{1 - A^2} \left[ \tau - Fo_q (1 - e^{-\tau/\theta_{av}}) \right]
\]  
(19)

Equation (14) is now introduced into Eqs. (13a)–(13e) and the problem for \( \theta_{av}(\tau) \) given by Eqs. (16a)–(16c) is used in order to obtain the following problems given by Eqs. (17a)–(17d) and Eqs. (18a–f), for \( \phi(R) \) and \( \phi(R, \tau) \), respectively:
\[
\frac{1}{R} \frac{d}{dR} \left[ R \frac{d\theta_p(R)}{dR} \right] = \frac{2A}{1 - A^2}, \quad \text{in } A < R < 1 
\]  
(17a)

\[
-\frac{d\theta_p(R)}{dR} = 1 \quad \text{at } R = A; \quad \frac{d\theta_p(R)}{dR} = 0 \quad \text{at } R = 1 
\]  
(17b, 17c)

with
\[
\int_A^1 R \theta_p(R) dR = 0 
\]  
(17d)

and
\[
Fo_q \frac{\partial^2 \phi(R, \tau)}{\partial \tau^2} + \frac{\partial \phi(R, \tau)}{\partial \tau} = \frac{1}{R} \frac{\partial}{\partial R} \left[ R \frac{\partial}{\partial R} \left( \phi(R, \tau) + Fo_T \frac{\partial \phi(R, \tau)}{\partial \tau} \right) \right], 
\]  
in \( A < R < 1, \quad \tau > 0 \)
\]  
(18a)

\[
\phi(R, \tau) = -\theta_p(R); \quad \frac{\partial \phi(R, \tau)}{\partial \tau} = 0 \quad \text{for } \tau = 0, \quad \text{in } A < R < 1 
\]  
(18b, 18c)

\[
-\frac{\partial}{\partial R} \left[ \phi(R, \tau) + Fo_T \frac{\partial \phi(R, \tau)}{\partial \tau} \right] = 0 \quad \text{at } R = A, \quad \text{for } \tau > 0 
\]  
(18d)

\[
\frac{\partial}{\partial R} \left[ \phi(R, \tau) + Fo_T \frac{\partial \phi(R, \tau)}{\partial \tau} \right] = 0 \quad \text{at } R = 1, \quad \text{for } \tau > 0 
\]  
(18e)

with
\[
\int_A^1 R \phi(R, \tau) dR = 0 
\]  
(18f)

The additional constraints given by Eqs. (17d) and (18f) are obtained by substituting Eq. (14) into the definition of the average temperature \( \theta_{av}(\tau) \) given by Eq. (15).

The integration of the problem given by Eqs. (17a)–(17d) can be readily performed in order to obtain the solution for the potential \( \theta_p(R) \) in the form:
\[
\theta_p(R) = \frac{A}{1 - A^2} \left[ \frac{R^2}{2} - \ln(R) \right] - \frac{A}{4(1 - A^2)^2} \times \left[ 4A^2 \ln(A) + (3 + A^2)(1 - A^2) \right] 
\]  
(19)

The homogeneous problem for the potential \( \phi(R, \tau) \) is now solved with the classical integral transform technique (CITT) [32, 33]. For this purpose, the following auxiliary eigenvalue problem is utilized, which shall provide the basis for the eigenfunction expansion of the potential \( \phi(R, \tau) \):
\[
\frac{d}{dR} \left[ R \frac{d\Gamma_i(R)}{dR} \right] + \beta_i^2 R \Gamma_i(R) = 0, \quad \text{in } A < R < 1 
\]  
(20a)

\[
\frac{d\Gamma_i(R)}{dR} = 0 \quad \text{at } R = A; \quad \frac{d\Gamma_i(R)}{dR} = 0 \quad \text{at } R = 1 
\]  
(20b, 20c)

Equations (20a–c) can be analytically solved to yield the eigenfunctions and the transcendental equation to compute the eigenvalues respectively as [32, 33]:
\[
\Gamma_i(R) = J_i(\beta_i R)Y_1(\beta_i) - J_1(\beta_i)Y_i(\beta_i R) 
\]  
(21a)

\[
J_1(\beta_i A)Y_1(\beta_i) - J_i(\beta_i)Y_1(\beta_i A) = 0, \quad i = 1, 2, 3, ... 
\]  
(21b)

It can be shown that the eigenfunctions \( \Gamma_i(R) \) satisfy the following orthogonality property [32, 33]:
\[
\int_A^1 R \Gamma_i(R) \Gamma_j(R) dR = \begin{cases} 0, & i \neq j \\ N_i, & i = j \end{cases} 
\]  
(21c)

where \( N_i \) is the normalization integral given by:
\[
N_i = \frac{2}{\pi^2} \frac{J_i^2(\beta_i A) - J_1^2(\beta_i)}{\beta_i J_1^2(\beta_i)} 
\]  
(21d)

The auxiliary eigenvalue problem given by Eqs. (20a)–(20c) allows the definition of the following integral transform–inverse pair for the potential \( \phi(R, \tau) \):
\[
\bar{\phi}_i(\tau) = \int_A^1 R \Gamma_i(R) \phi(R, \tau) dR, \quad \text{transform} 
\]  
(22a)

\[
\phi(R, \tau) = \sum_{i=1}^{\infty} \hat{\Gamma}_i(R) \hat{\phi}_i(\tau), \quad \text{inverse} 
\]  
(22b)

where
\[
\hat{\Gamma}_i(R) = \Gamma_i(R)/\sqrt{N_i} 
\]  
(22c)

After the definition of the integral transform–inverse pair with the auxiliary eigenvalue problem (20a)–(20c), the next step in the CITT is thus to accomplish the integral transformation of the original partial differential system given by Eqs. (18a)–(18e). For this purpose, Eq. (18a) and the initial conditions (18b) and (18c) are multiplied by \( R \hat{\Gamma}_i(R) \), integrated over the domain \([A,1]\) in the \( R \)-direction, and the inverse formula given by Eq. (22b) is employed. After the appropriate manipulations, the following system of ordinary differential results, for the calculation of the transformed potentials \( \bar{\phi}_i(\tau) \):
\[
\frac{d^2 \bar{\phi}_i(\tau)}{d\tau^2} + \frac{1 + Fo_T \beta_i^2}{Fo_q} \frac{d\bar{\phi}_i(\tau)}{d\tau} + \frac{\beta_i^2}{Fo_q} \bar{\phi}_i(\tau) = 0, \quad \text{for } \tau > 0 
\]  
(23a)
\[
\bar{\phi}_i(\tau) = \frac{\bar{f}_i}{2}; \quad \frac{d\bar{\phi}_i(\tau)}{d\tau} = 0 \quad \text{for} \quad \tau = 0 \quad (23b, c)
\]

where
\[
\bar{f}_i = -\int_A^1 R \bar{\Gamma}_i(R) \theta_\beta(R) \, dR \quad (23d)
\]

for \(i = 1, 2, 3, \ldots\).

The infinite system of ordinary differential equations (23a–c) is uncoupled and can be readily solved to yield:
\[
\bar{\phi}_i(\tau) = \frac{\bar{f}_i}{2} \exp \left[ -\frac{(1+\text{Fo}_\beta_i^2)}{2\text{Fo}_q} \left( 1 - \frac{4\text{Fo}_q \beta_i^2}{(1+\text{Fo}_\beta_i^2)^2} \right) \tau \right] \times \exp \left[ -\frac{(1+\text{Fo}_\beta_i^2)}{2\text{Fo}_q} \left( 1 - \frac{4\text{Fo}_q \beta_i^2}{(1+\text{Fo}_\beta_i^2)^2} \right) \tau \right] \times \exp \left[ -\frac{(1+\text{Fo}_\beta_i^2)}{2\text{Fo}_q} \left( 1 - \frac{4\text{Fo}_q \beta_i^2}{(1+\text{Fo}_\beta_i^2)^2} \right) \tau \right] \text{ (24)}
\]

By substituting Eq. (24) into the inverse formula (22b), the analytical solution for the homogeneous potential \(\phi(R, \tau)\) is obtained as
\[
\phi(R, \tau) = \sum_{i=1}^{\infty} \frac{\bar{f}_i}{2} \bar{\Gamma}_i(R) \times \exp \left[ -\frac{(1+\text{Fo}_\beta_i^2)}{2\text{Fo}_q} \left( 1 - \frac{4\text{Fo}_q \beta_i^2}{(1+\text{Fo}_\beta_i^2)^2} \right) \tau \right] \times \exp \left[ -\frac{(1+\text{Fo}_\beta_i^2)}{2\text{Fo}_q} \left( 1 - \frac{4\text{Fo}_q \beta_i^2}{(1+\text{Fo}_\beta_i^2)^2} \right) \tau \right] \times \exp \left[ -\frac{(1+\text{Fo}_\beta_i^2)}{2\text{Fo}_q} \left( 1 - \frac{4\text{Fo}_q \beta_i^2}{(1+\text{Fo}_\beta_i^2)^2} \right) \tau \right] \text{ (25)}
\]

Finally, by substituting Eqs. (16d), (19), and (25) into Eq. (14), the solution for the dimensionless temperature field is obtained as
\[
\theta(R, \tau) = \frac{2A}{1-A^2} \left( \tau - \text{Fo}_q(1-e^{-\tau/\text{Fo}_q}) \right) + \frac{A}{1-A^2} \left[ R^2 - 2\ln(R) \right] - \frac{A}{4(1-A^2)^2} \times [4A^2 \ln(A) + (3 + A^2)(1-A^2)] + \sum_{i=1}^{\infty} \frac{\bar{f}_i}{2} \bar{\Gamma}_i(R) \times \exp \left[ -\frac{(1+\text{Fo}_\beta_i^2)}{2\text{Fo}_q} \left( 1 - \frac{4\text{Fo}_q \beta_i^2}{(1+\text{Fo}_\beta_i^2)^2} \right) \tau \right] \times \exp \left[ -\frac{(1+\text{Fo}_\beta_i^2)}{2\text{Fo}_q} \left( 1 - \frac{4\text{Fo}_q \beta_i^2}{(1+\text{Fo}_\beta_i^2)^2} \right) \tau \right] \times \exp \left[ -\frac{(1+\text{Fo}_\beta_i^2)}{2\text{Fo}_q} \left( 1 - \frac{4\text{Fo}_q \beta_i^2}{(1+\text{Fo}_\beta_i^2)^2} \right) \tau \right] \text{ (26)}
\]

The CITT is also applied in order to obtain the solution for the classical parabolic problem, based on Fourier’s law. In this case, the analytical solution is given by:
\[
\theta(R, \tau) = \frac{2A}{1-A^2} \left( \tau - \text{Fo}_q(1-e^{-\tau/\text{Fo}_q}) \right) + \frac{A}{1-A^2} \left[ R^2 - 2\ln(R) \right] - \frac{A}{4(1-A^2)^2} [4A^2 \ln(A) + (3 + A^2)(1-A^2)] + \sum_{i=1}^{\infty} \bar{f}_i \bar{\Gamma}_i(R) e^{-\beta_i^2} \text{ (27)}
\]

where the eigenquantities that appear in Eq. (27) are the same as those defined earlier for the solution of the problem for the potential \(\phi(R, \tau)\).

For large times, Blackwell [27] derived an asymptotic solution for the temperature variation at the surface of the line heat source probe in the parabolic problem, which is shown to be linear with respect to the logarithm of time. Such solution is convenient for the measurement of the thermal conductivity of the medium surrounding the probe, which can be computed from the slope of the temperature variation [27–31]. Blackwell’s solution [27], in terms of the dimensionless variables given by Eqs. (12a), is
\[
\theta_\alpha(\tau) = \frac{1}{2}A \ln \tau + \frac{1}{2}A \left[ \ln \left( \frac{A^2}{\tau} \right) - y \right] \text{ (28)}
\]

where \(y = 0.5772156649\) is Euler’s constant. We note in Eq. (28) that, in dimensionless terms, the slope of \(\theta_\alpha(\tau) \times \ln \tau\) is equal to \(A/2\).

**RESULTS AND DISCUSSION**

In this session we present numerical results for the dimensionless temperature variation at the surface of the probe, that is, at \(R = A\), obtained with the hyperbolic heat conduction model given by Eq. (26). Such results are compared to those obtained with the classical parabolic problem given by Eq. (27), as well as to those obtained with Blackwell’s model given by Eq. (28). Such analytical solutions were implemented under the Visual Fortran platform.
Different test cases were examined in this work, involving different configurations of probe diameters and nanofluids. With respect to the nanofluids, the following ones were considered in the analysis: (i) alumina nanoparticles in water \( (K = 0.257 \text{ W/mK}, C_i = 3.430 \times 10^6 \text{ J/m}^3\text{K}, C_f = 2.649 \times 10^6 \text{ J/m}^3\text{K}, \beta = 1.71) \) and (ii) copper nanoparticles in ethylene glycol \( (K = 0.627 \text{ W/mK}, C_i = 2.964 \times 10^6 \text{ J/m}^3\text{K}, C_f = 4.183 \times 10^6 \text{ J/m}^3\text{K}, \beta = 2.29) \). With respect to the probe geometry, it was considered to be made of a thin resistance wire with diameter \( a = 5 \times 10^{-5} \text{ m} \) inserted into a medium with outer diameter \( b = 0.025 \text{ m} \), so that \( A = 2 \times 10^{-3} \), such as in [12] and [13]. Also examined was another probe with diameter \( a = 7.5 \times 10^{-4} \text{ m} \), typical of those commercially available [31]. In this case, the medium was considered with an outer diameter \( b = 0.05 \text{ m} \), so that \( A = 1.5 \times 10^{-2} \). Table 1 summarizes the test cases examined.

Figure 1 illustrates the convergence behavior of the temperature at the probe surface, obtained with different truncation orders \( NT \) for the series solution in Eq. (26), for \( A = 2 \times 10^{-3}, F_{0q} = 1 \times 10^{-5}, \) and \( \beta = 2.29 \) (test case c). This figure shows that for small dimensionless times \( \tau \leq 10^{-5} \), convergence at the graphic scale is obtained with \( 5000 \leq NT \leq 10000 \). On the other hand, for larger dimensionless times the convergence is reached with approximately 500 terms in the series solution. The computation time in a Pentium Intel Dual E2160 1.8-GHz computer was of the order of 9.7 minutes, for \( NT = 10000 \). For the results presented next, \( NT = 10000 \) was used.

In order to validate the analytical solution just presented, we compared its results with those obtained numerically with finite

![Figure 1](image1.png)  
**Figure 1** Convergence behavior of the analytical solution for \( A = 2 \times 10^{-3}, F_{0q} = 1 \times 10^{-5}, \) and \( \beta = 2.29 \).

![Figure 2](image2.png)  
**Figure 2** Comparison of analytical solution and finite-difference method solution using Gear’s method (referred to as FDM-Gear) for \( A = 1.5 \times 10^{-2} \) and \( \beta = 2.29 \).

![Figure 3](image3.png)  
**Figure 3** Comparison of the hyperbolic \( (F_{0q} = 10^{-10}) \) and parabolic solutions for \( A = 2 \times 10^{-3} \) and \( \beta = 2.29 \).
Figure 4  Temperature variation at the probe surface for test cases: (a) $A = 2 \times 10^{-3}$ and $\beta = 1.71$; (b) $A = 1.5 \times 10^{-2}$ and $\beta = 1.71$; (c) $A = 2 \times 10^{-3}$ and $\beta = 2.29$; (d) $A = 1.5 \times 10^{-2}$ and $\beta = 2.29$.

In this case, the problem given by Eqs. (13a)–(13e) was discretized in the radial direction with second-order differences and the resulting system of ordinary differential equations was integrated in time with Gear’s method. Figure 2 shows a comparison of the results obtained with the analytical solution against those obtained with the finite-difference method solution (referred to in Figure 2 by FDM-Gear) for test case d ($A = 1.5 \times 10^{-2}$, $\beta = 2.29$) and different values of $F_{0q}$. The agreement between such solutions is excellent, thus validating the numerical code here developed. The finite-difference solution was obtained with 2000 nodes in the spatial grid.

Figure 3 presents a comparison of the hyperbolic and parabolic solutions given by Eqs. (26) and (27), respectively, for test case c ($A = 2 \times 10^{-3}$ and $\beta = 2.29$) and $F_{0q} = 1 \times 10^{-10}$. We note in this figure that for such a small value of $F_{0q}$ the hyperbolic model behaves exactly as the parabolic one, that is, non-Fourier effects are negligible. Such was also the case for other values of $A$ and $\beta$ examined in this article.

We now examine the non-Fourier effects of the probe surface temperature variation, for $F_{0q}$ ranging from $10^{-3}$ to $10^{-10}$. The results obtained for the different test cases described in Table 1 are presented in Figure 4a–d. These figures show that...
non-Fourier effects are only noticeable for very small times; as time increases, the temperature variations gradually tend to the parabolic one. In fact, even for an extremely large value of $F_0q$ such as $10^{-3}$, the non-Fourier effects vanish for $\tau > 10^{-2}$. At small times, non-Fourier effects are more pronounced for smaller diameters $A$. On the other hand, the choice of the nanofluid does not seem to affect significantly the temperature behavior. Similar conclusions can be obtained by comparing the hyperbolic solution with the asymptotic one developed by Blackwell for the parabolic formulation, as depicted in Figure 5a–d.

The results presented in Figures 4a–d and 5a–d permit to examine the suitability of the hyperbolic formulation to the actual heat conduction problem in nanofluids, during thermal conductivity measurements with the line heat source probe. For this analysis, we bring into picture the heat transfer coefficient between the base fluid and the particles considered in the thermal nonequilibrium model given by Eqs. (5) and (6), which results

![Figure 5](image_url)
that Blackwell’s solution would not be considered appropriate for the measurement of the thermal conductivity for $\tau < 1.2 \times 10^{-4}$ ($\ln \tau = -9$) for test cases a and c, and for $\tau < 2.5 \times 10^{-3}$ ($\ln \tau = -6$) for test cases b and d. In other words, the increase generally detected with the line heat source probe for the thermal conductivity of nanofluids cannot be attributed to the non-Fourier heat transfer mechanisms examined earlier. In fact, recent theoretical predictions corroborate our findings and demonstrate that nanoparticles and the base fluid are in thermal equilibrium in nanofluids [23, 34].

CONCLUSIONS

In this article we presented an analytical solution based on the classical integral transform technique for the dual-phase-lagging heat conduction model. The physical problem examined was representative of that used for the measurement of thermal conductivity with the line heat source probe. Results were obtained for the temperature variation at the probe surface, for different combinations of nanofluids and probe diameters. Such results were compared to those obtained with the classical parabolic heat conduction model based on Fourier’s law, as well as to the asymptotic solution proposed by Blackwell [27] for the line heat source probe.

The foregoing analysis reveals that non-Fourier effects are significant only for very small times, generally in the range where Blackwell’s solution is not valid for the measurement of thermal conductivity. Therefore, the increase detected with the line heat source probe for the thermal conductivity of nanofluids cannot be attributed to the non-Fourier heat transfer mechanisms addressed in this article.

NOMENCLATURE

- $a$ probe radius
- $A$ dimensionless probe radius
- $b$ radius of the cylindrical medium
- $C_f$ volumetric thermal capacity of the base fluid
- $C_v$ volumetric thermal capacity of the nanoparticles
- $\tilde{f}_i$ transformed initial condition
- $Fo_q$ dimensionless relaxation time associated with the heat flux
- $Fo_T$ dimensionless relaxation time associated with the temperature gradient
- $h$ heat transfer coefficient
- $K$ effective thermal conductivity of the nanofluid
- $N_i$ normalization integral
- $NT$ truncation order in the summations
- $q$ heat flux vector
- $q_0$ heat flux at the surface of the probe
- $r$ radial variable
- $R$ dimensionless radial variable
- $t$ time variable
- $T$ temperature

Table 2: Dimensional times corresponding to $\tau = 10^{-4}$

<table>
<thead>
<tr>
<th>Test case</th>
<th>$\tau$</th>
<th>$t$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>$10^{-4}$</td>
<td>0.7</td>
</tr>
<tr>
<td>b</td>
<td>$10^{-4}$</td>
<td>2.9</td>
</tr>
<tr>
<td>c</td>
<td>$10^{-4}$</td>
<td>1.5</td>
</tr>
<tr>
<td>d</td>
<td>$10^{-4}$</td>
<td>5.9</td>
</tr>
</tbody>
</table>

Figure 6. Heat transfer coefficient for different nanoparticle diameters.
\( T_f \) \text{ temperature of the base fluid} \\
\( T_s \) \text{ temperature of the nanoparticles} \\
\( T_0 \) \text{ initial temperature} \\
\( y \) \text{ Euler’s constant} \\

**Greek Symbols** \\
\( \alpha \) \text{ thermal diffusivity of the nanofluid} \\
\( \beta \) \text{ ratio of relaxation times} \\
\( \beta_i \) \text{ eigenvalues} \\
\( \Gamma_i \) \text{ eigenfunctions} \\
\( \Gamma_i^\prime \) \text{ transformed potentials} \\
\( \theta \) \text{ dimensionless temperature} \\
\( \theta_a \) \text{ dimensionless temperature from Blackwell’s solution} \\
\( \theta_{av} \) \text{ dimensionless average temperature} \\
\( \theta_p \) \text{ particular solution for the dimensionless temperature field} \\
\( \rho \) \text{ density} \\
\( \tau \) \text{ dimensionless time variable} \\
\( \tau_q \) \text{ relaxation time associated with the heat flux} \\
\( \tau_T \) \text{ relaxation time associated with the temperature gradient} \\
\( \phi \) \text{ homogeneous solution for the dimensionless temperature field} \\
\( \tilde{\phi}_i \) \text{ normalized eigenfunctions} \\

**Subscripts** \\
i \text{ order of the eigenvalue problem} \\
f \text{ relative to the base fluid} \\
s \text{ relative to the nanoparticles} \\

**Superscripts** \\
- \text{ integral transformed quantities} \\
\sim \text{ normalized eigenfunctions} \\
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