Improved lumped models for transient combined convective and radiative cooling of multi-layer composite slabs
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ABSTRACT

Improved lumped parameter models were developed for the transient heat conduction in multi-layer composite slabs subjected to combined convective and radiative cooling. The improved lumped models were obtained through two-point Hermite approximations for integrals. Transient combined convective and radiative cooling of three-layer composite slabs was analyzed to illustrate the applicability of the proposed lumped models, with respect to different values of the Biot numbers, the radiation-conduction parameter, the dimensionless thermal contact resistances, the dimensionless thickness, and the dimensionless thermal conductivity. It was shown by comparison with numerical solution of the original distributed parameter model that the higher order lumped model \((H_{1} / H_{0}, \text{approximation})\) yielded significant improvement of average temperature prediction over the classical lumped model. In addition, the higher order \((H_{1} / H_{0})\) model was applied to analyze the transient heat conduction problem of steel-concrete-steel sandwich plates.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Transient heat conduction problem in multi-layer composite slabs has been extensively studied due to its applications in various technological areas such as dynamical thermal behavior of walls, working regime of heat treatment furnace, thermally protected structures, transient aerodynamic heating of airborne vehicles, and heat transfer in insulation materials [1–8]. Many analytical and numerical approaches have been proposed to obtain the transient response of one-dimensional multi-layer composite conducting slabs with convective cooling boundary conditions. De Monte [9,10] reviewed a historical bibliography and presented a ‘natural’ analytic approach simplifying the eigenvalues solving process by placing the thermal diffusivity on the time-dependent function side in the form of separated variables. Blanc and Touratier [5] presented a constrained discrete layer model as an approximated solution, in which the interface conditions for heat flux are incorporated into the governing equation of each layer in order to reduce the number of unknowns. Chen and Wang [11,12] estimated the heat gain/loss through building multi-layer constructions using a frequency-domain regression method based on the theoretical frequency-response characteristics of the walls. Oturanç and Sahin [6] solved the transient heat conduction problem in two-layer composite wall analytically using spectral analysis, where an asymptotic formula is derived for the eigenvalues of the spectral problem. Antonopoulos et al. [13] applied orthogonal expansion of functions over multi-layer walls to obtain an analytical solution for on-site estimation of the layer thermal properties of multi-layer walls, referred to as the inverse wall heat conduction problem. Based on finite difference method, Charette et al. [4] and Asan [1] analyzed the heat conduction problem in a composite medium with variable thermal properties and investigated the optimum insulation position from maximum time lag and minimum decrement factor point of view, respectively.

The analysis of transient conduction of multi-layer systems is more complicated when radiative cooling or heating at the boundaries is considered. Sundén [14] presented numerical solutions based on finite difference method of the thermal response of a composite slab subjected to a time-varying incident heat flux on one side and combined convective and radiative cooling on the other side. Miller and Weaver [15] developed an analytical model based on separation of variables technique to predict the temperature distribution through a multi-layer composite structure subjected to combined convection and linearized radiation boundary conditions. To predict the effective thermal conductivities for multi-layer thermal insulations for high temperature fuel cell applications, Spinlner et al. [7] performed experimental study using a new design of guarded hot plate apparatus and solved the combined conduction and radiation heat transfer problem theoretically based on the
energy conservation equation approach together with a scaling model. Besides, Li and Cheng [8] applied energy balance equation to obtain a mathematical model for the combined radiation and conduction heat transfer in multi-layer perforated insulation material using in space, which was solved numerically by iterative method combining with the alternating directions implicit method.

The lumped parameter approach has been widely used to analyze the dynamical thermal behavior of structures [16–21]. A simplified formulation of the transient heat conduction extremely useful and sometimes even mandatory as in the analysis of other complex thermal systems. Due to the inherent limitation of the classical lumped parameter approach, improved lumped models have been developed by different approaches [22–27]. Cotta and Mikhailov [22] proposed a systematic formalism to provide improved lumped parameter formulation for steady and transient heat conduction problems based on Hermite approximation for integrals that define averaged temperatures and heat fluxes. This approach has been shown to be efficient in a great variety of practical applications [28–32]. In this work, we present improved lumped models for transient combined convective and radiative cooling of multi-layer composite slabs, extending previous works on the particular cases of a single slab subjected to convective cooling [23], radiative cooling [24], and combined convective-radiative cooling [32]. The proposed lumped models are obtained through two-point Hermite approximations for integrals [33,22]. By comparing with numerical solution of the original distributed parameter formulation, it is shown that the higher order improved lumped model \((H_{1.1}/H_{0.0} \text{ approximation})\) yields significant improvement of average temperature prediction over the classical lumped model. In addition, the higher order \((H_{1.1}/H_{0.0})\) model is applied to analyze the transient heat conduction problem of steel-concrete—steel sandwich plates.

### 2. The mathematical formulation

Consider one-dimensional transient heat conduction in multi-layer composite slabs consisting of \(M\) parallel layers in cartesian coordinates, subjected to convective heat transfer at the left side and combined convective and radiative heat transfer at the right side, as shown in Fig. 1. The layers are labeled as 1 to \(M\) from the left to right. Let \(x\) be the coordinate perpendicular to the layers, \(x_i, \ i = 1, 2, \ldots, M\), represent its value at the left surface of each

![Fig. 1. Illustration of M-layer composite slabs.](image-url)
There is no volumetric heat generation in the slabs. The thermal contact resistance between adjacent layer, and \( x_{M+1} \) be the coordinate value at the right surface of \( M \)-th layer. It is assumed that the thermophysical properties of the layers are homogeneous, isotropic and independent of the temperature.

The mathematical formulation of the one-dimensional transient heat conduction problem is given by

\[
\frac{\partial T_i}{\partial t} = \frac{\alpha_i}{L^2} \left( \frac{\partial^2 T_i}{\partial x^2} \right), \quad x < x_i < x_{i+1}, \quad i = 1, 2, \ldots, M, \quad t > 0. \tag{1}
\]

with the following boundary and interface conditions

\[
-k_1 \frac{\partial T_1}{\partial x} = h_1(T_M - T_1), \quad x = x_1, \quad t > 0, \tag{2}
\]

\[
-k_M \frac{\partial T_M}{\partial x} = h_M(T_1 - T_M), \quad x = x_{M+1}, \quad t > 0, \tag{3}
\]

\[
-k_i \frac{\partial T_i}{\partial x} = \frac{T_i - T_{i+1}}{Rc_i}, \quad x = x_{i+1}, \quad i = 1, 2, \ldots, M - 1, \quad t > 0, \tag{4}
\]

\[
k_i \frac{\partial T_i}{\partial x} = k_{i+1} \frac{\partial T_{i+1}}{\partial x}, \quad x = x_{i+1}, \quad i = 1, 2, \ldots, M - 1, \quad t > 0. \tag{5}
\]

and the initial conditions for each layer

\[
T_i(x, 0) = T_0, \quad x < x_i < x_{i+1}, \quad i = 1, 2, \ldots, M, \quad t = 0. \tag{6}
\]

where \( T_i(x, t) \) is the temperature in the \( i \)-th layer, \( t \) the time, \( \alpha_i = \frac{k_i}{\rho_i c_p} \) the thermal diffusivity, \( k_i \) the thermal conductivity, \( \rho_i \) the density, \( c_p \) the specific heat, \( \epsilon_i \) the emissivity and \( \sigma \) the Stefan–Boltzmann constant.

It should be noted that in general the environmental fluid temperature \( T_f \) differs from the radiation sink temperature \( T_s \). It is convenient to introduce the adiabatic surface temperature \( T_{ad} \) defined by

\[
h_2(T_s - T_f) + \epsilon \sigma(T_{ad}^4 - T_f^4) = 0 \tag{7}
\]

The boundary condition Eq. (3) can be rewritten with use of the adiabatic surface temperature

\[
-k_M \frac{\partial T_M}{\partial x} = h_2(T_M - T_s) + \epsilon \sigma(T_{ad}^4 - T_M^4), \quad x = x_{M+1}, \quad t > 0. \tag{8}
\]

The mathematical formulation given by the system of Eqs. (1,2,4–6,8) can now be expressed in dimensionless form as follows:

\[
\frac{\partial \theta_i}{\partial \tau} = \frac{k_i}{\alpha_i} \frac{\partial^2 \theta_i}{\partial \eta^2}, \quad \eta_i < \eta < \eta_{i+1}, \quad i = 1, 2, \ldots, M, \quad t > 0. \tag{9}
\]

\[
-q_{\text{ad}, i} = B_1(\theta_{M-1} - \theta_1), \quad \eta = \eta_1, \quad t > 0, \tag{10}
\]

\[
-q_{\text{ad}, M} = B_2(\theta_M - \theta_{M-1}) + N_{rc_i}(\theta_{M-1}^4 - \theta_1^4), \quad \eta = \eta_{M+1}, \quad t > 0, \tag{11}
\]

\[
-k \frac{\partial \theta_i}{\partial \eta} = k_{i+1} \frac{\partial \theta_{i+1}}{\partial \eta}, \quad \eta_i < \eta < \eta_{i+1}, \quad i = 1, 2, \ldots, M - 1, \quad t > 0, \tag{12}
\]

\[
\theta_1(\eta, 0) = 1, \quad \eta_i < \eta < \eta_{i+1}, \quad i = 1, 2, \ldots, M, \quad t = 0. \tag{13}
\]

where the dimensionless parameters are defined by

\[
\theta_i = \frac{T_i}{T_0}, \quad \eta_i = \frac{x_i}{L}, \quad \tau = \frac{\alpha_{ref} t}{L^2}, \quad (15a–d)
\]

\[
\kappa_i = \frac{\alpha_i}{\alpha_{ref}}, \quad \lambda_i = \frac{k_i}{k_{ref}}, \quad R_{ci} = \frac{Rc_i k_{ref}}{k_{ref}}, \quad (15e–g)
\]

\[
B_1 = \frac{L}{k_{ref}}, \quad B_2 = \frac{h_2 L}{k_{ref}}, \quad N_{rc_i} = \epsilon \sigma \frac{T_{ad}^3}{k_{ref}}, \quad (15h–j)
\]
Let $\delta_i$ represent the dimensionless thickness for each layer, $\delta_i = (x_{i+1} - x_i)/L$, $i = 1, 2, \ldots, M$, where the reference length $L$ is chosen as the total thickness of composite slabs, $x_{m+1} - x_1$, hence we have

$$\sum_{i=1}^{M} \delta_i = 1. \quad (16)$$

The reference thermal conductivity and diffusivity can be taken as those of any layer, say, the second one, then $k_{\text{ref}} = k_2$ and $\alpha_{\text{ref}} = \alpha_2$. It can be seen that the problem is governed by the following dimensionless parameters, $B_l, B_{l2}, N_r, R_{l2}, h_i, k_i, \delta_i, \theta_0$, and $q_0$, $i = 1, 2, \ldots, M$. The radiation-conduction parameter, $N_{rc}$, that governs the radiative cooling, is conceptually analog to the Biot numbers, $B_l$ and $B_{l2}$, which are the governing parameters for an equivalent transient convective cooling.

3. Lumped models

Let us introduce the spatially averaged dimensionless temperature of the $i$-th layer as follows

$$\theta_{av}(\tau) = \frac{1}{\eta_{i+1} - \eta_i} \int_{\eta_i}^{\eta_{i+1}} \theta_i(\eta, \tau) d\eta, \quad i = 1, 2, \ldots, M. \quad (17)$$

Operate Eqs. (9) by $\frac{1}{\eta_{i+1} - \eta_i} \int_{\eta_i}^{\eta_{i+1}} d\eta$ and using the definition of average temperatures, Eqs. (17), we have

$$\frac{d\theta_{av}(\tau)}{d\tau} = \frac{\kappa_i}{\eta_{i+1} - \eta_i} \left( \frac{\partial \theta_i}{\partial \eta} \bigg|_{\eta = \eta_{i+1}} - \frac{\partial \theta_i}{\partial \eta} \bigg|_{\eta = \eta_i} \right), \quad i = 1, 2, \ldots, M. \quad (18)$$

Eqs. (18) are an equivalent integro-differential formulation of the original mathematical model, Eqs. (9), with no approximation involved.

Supposing that the temperature gradient is sufficiently smooth over each individual layer, the classical lumped system analysis (CLSA) is based on the assumption that the boundary temperatures can be reasonably well approximated by the average temperature, as

$$\theta_i(\eta, \tau)|_{\eta = \eta_i} \approx \theta_{av}(\tau), \quad i = 1, 2, \ldots, M, \quad (19)$$

$$\theta_i(\eta, \tau)|_{\eta = \eta_{i+1}} \approx \theta_{av}(\tau), \quad i = 1, 2, \ldots, M. \quad (20)$$

For each layer, there are two unknown boundary temperatures, $\theta_i|_{\eta = \eta_i}$ and $\theta_i|_{\eta = \eta_{i+1}}$, and two unknown heat fluxes, $\partial \theta_i/\partial \eta \big|_{\eta = \eta_i}$ and $\partial \theta_i/\partial \eta \big|_{\eta = \eta_{i+1}}$. Now, we have $2M$ equations provided by Eqs. (19, 20), $2(M - 1)$ equations by Eqs. (12, 13) and two equations by Eqs. (10, 11), that are 4M equations for 4M unknowns which are solved to give the sought relations between the boundary temperatures and heat fluxes and the averaged temperatures in the multi-layer composite slabs. These relations are then used in the Eqs. (18) to yield the classical lumped model which is a closed-form expression with $M$ ordinary differential equations for the averaged temperatures, to be solved with the initial conditions for the averaged temperatures

$$\theta_{av}(0) = 1, \quad i = 1, 2, \ldots, M. \quad (21)$$

In an attempt to improve the approximation of the classical lumped model, we develop higher order lumped models by providing better relations between the boundary temperatures and the average temperatures, based on Hermite-type approximations.
for integrals that define the average temperatures and the heat fluxes. The general Hermite approximation for an integral, based on
the values of the integrand and its derivatives at the integration limits, is written in the following form [33]:

\[
\int_{a}^{b} y(x) \, dx \approx \sum_{\nu=0}^{\alpha} C_{\nu}(\beta) h^{\nu+1} y^{(\nu)}(a) + \sum_{\nu=0}^{\beta} D_{\nu} y^{(\nu)}(b),
\]

(22)

where \( y(x) \) and its derivatives \( y^{(\nu)}(x) \) are defined for all \( x \in (a, b) \). It is assumed that the numerical values of \( y^{(\nu)}(a) \) for \( \nu = 0, 1, \ldots, \alpha \), and \( y^{(\nu)}(b) \) for \( \nu = 0, 1, \ldots, \beta \) are available. The general expression for the \( H_{\alpha,\beta} \) approximation is given by

\[
\int_{a}^{b} y(x) \, dx = \sum_{\nu=0}^{\alpha} C_{\nu}(\beta) h^{\nu+1} y^{(\nu)}(a) + \sum_{\nu=0}^{\beta} C_{\nu}(\beta, \alpha)(-1)^{\nu} h^{\nu+1} y^{(\nu)}(b) + O(h^{\alpha+\beta+3}),
\]

(23)

where \( h = b - a \), and

\[
C_{\nu}(\alpha, \beta) = \frac{(\alpha + 1)!(\alpha + \beta + 1 - \nu)!}{(\nu + 1)!(\alpha - \nu)! (\alpha + \beta + 2)!}.
\]

(24)

We first employ the plain trapezoidal rule in the integrals for both average temperatures and average heat fluxes (\( H_{0,0}/H_{0,0} \) approximation), in the form

\[
\theta_{av}(\tau) \approx \frac{1}{2} \left[ \theta_{1}(\eta, \tau)|_{\eta-\eta_1} + \theta_{1}(\eta, \tau)|_{\eta-\eta_{1-1}} \right], \quad i = 1, 2, \ldots, M,
\]

(25)

while keeping the plain trapezoidal rule in the integral for heat fluxes (\( H_{1,1}/H_{0,0} \) approximation).

Similarly, the boundary temperatures and heat fluxes can be obtained from Eqs. (10–13, 26, 27) and used to close the ordinary differential equations Eqs. (18) for the average temperatures, to be solved with the initial condition Eqs. (21), providing the \( H_{0,0}/H_{0,0} \) model.
4. Numerical results and discussions

Transient heat conduction in three-layer composite slabs with combined convective and radiative cooling is analyzed to illustrate the applicability of the proposed lumped models. The solutions of classical and improved lumped models are presented in tabular and graphical forms in comparison with a reference finite difference solution of the original distributed model, Eqs. (9–14). The initial boundary value problem defined by Eqs. (9–14) is solved by using an implicit finite difference method, with a 101 nodes mesh in spatial discretization for each layer and a dimensionless time step of 0.000001 for all cases. Different values of the Biot number $B_l$, the radiation-conduction parameter $N_{rc}$, dimensionless thermal contact resistances $R_{c1}$ and $R_{c2}$, dimensionless thickness $\delta_3$ and dimensionless thermal conductivity $\lambda_3$ are chosen so as to assess accuracy of the solutions obtained by the lumped models.

To make the expression concise, the examined problems with different cases are defined as follows:

**Problem I.** $R_{c1} = 0.5$, $R_{c2} = 0.5$, $B_l = 12$, $\delta_1 = 0.2$, $\delta_2 = 0.6$, $\delta_3 = 0.2$, $\lambda_3 = 10$, $k_3 = 5$. Case I-1: $N_{rc} = 8$; Case I-2: $N_{rc} = 32$.

**Problem II.** $R_{c1} = 0.5$, $R_{c2} = 0.5$, $N_{rc} = 5$, $\delta_1 = 0.2$, $\delta_2 = 0.6$, $\delta_3 = 0.2$, $\lambda_3 = 10$, $k_3 = 5$. Case II-1: $B_l = 5$; Case II-2: $B_l = 10$; Case II-3: $B_l = 20$.

**Problem III.** $R_{c1} = 0.5$, $R_{c2} = 0.5$, $B_l = 10$, $N_{rc} = 5$, $\lambda_3 = 10$, $k_3 = 5$. Case III-1: $\delta_1 = 0.15$, $\delta_2 = 0.15$, $\delta_3 = 0.7$; Case III-2: $\delta_1 = 0.05$, $\delta_2 = 0.05$, $\delta_3 = 0.9$.

**Problem IV.** $R_{c1} = 0.5$, $R_{c2} = 0.5$, $B_l = 10$, $N_{rc} = 5$, $\delta_1 = 0.2$, $\delta_2 = 0.6$, $\delta_3 = 0.2$. Case IV-1: $\lambda_3 = 2$, $k_3 = 1$; Case IV-2: $\lambda_3 = 1$, $k_3 = 0.5$.

**Problem V.** $B_l = 10$, $N_{rc} = 5$, $\delta_1 = 0.2$, $\delta_2 = 0.6$, $\delta_3 = 0.2$, $\lambda_3 = 10$, $k_3 = 5$. Case V-1: $R_{c1} = 0.1$, $R_{c2} = 0.1$; Case V-2: $R_{c1} = 10^{-7}$, $R_{c2} = 10^{-7}$.

For all the problems tested, $B_l = 1$, $\lambda_1 = 10$, $\lambda_3 = 1$, $k_1 = 5$, $k_2 = 1$, $\theta_m = 0.05$, $\theta_a = 0.05$, which are kept fixed in the following calculations.

Tables 1 and 2 present comparisons between the dimensionless average temperatures obtained by lumped models and the reference finite difference solution of the original distributed parameter model for each layer at the different dimensionless time, whose parameters are defined, respectively, by Case I-1 and Case I-2 in Problem I. As can be calculated at $t = 1.00$ in Case I-1, the classical lumped model gives errors of $-25.137\%$, $-24.080\%$ and $-4.153\%$ for each layer, while the $H_{0.0}/H_{0.0}$ model gives errors of $-3.360\%$, $-8.426\%$ and $-1.102\%$, and the $H_{1.1}/H_{0.0}$ model yields $-0.669\%$, $-0.339\%$ and $0.157\%$, respectively.

Fig. 2 presents the behaviors of the lumped models for Case I-2. It can be seen that the higher order lumped model ($H_{1.1}/H_{0.0}$ approximation) presents good agreement with the reference finite difference solution for values of $B_l$ as high as 20 and $N_{rc}$ as high as 5. The overall error patterns for the proposed improved lumped model $H_{1.1}/H_{0.0}$ as a function of the logarithm of the dimensionless time are shown in Fig. 3. We can observe that for each case the error rises to maximum in early time, decays to zero in intermediate times, then reaches to the peak value in the opposite direction and finally diminishes to zero again in long times. The absolute values of the maximum relative errors for Case I-2 are around 0.95%, 0.55% and 2.05% respectively for each layer.

In Problem III, different values of the dimensionless thickness $\delta_3$ are chosen in order to investigate the dimensionless temperature as a function of dimensionless time solved by the lumped models.
Fig. 5. Dimensionless temperature as a function of dimensionless time for each layer in Case III-2 ($\beta_1 = 0.9$).

Fig. 6. Dimensionless temperature as a function of dimensionless time for each layer in Case IV-1 ($\beta_1 = 2$, $\epsilon_3 = 1$).
Fig. 7. Dimensionless temperature as a function of dimensionless time for each layer in Case IV-2 ($\lambda_3 = 1, \varepsilon_1 = 0.5$).

Fig. 8. Dimensionless temperature as a function of dimensionless time for each layer in Case V-1 ($Rc^*_{1} = 0.1, Rc^*_{2} = 0.1$).
each case, the value of the dimensionless thickness $\delta_1$ is assumed to be same as the value of $\delta_2$. As shown in Figs. 4 and 5, although all the lumped models predict the correct value of the steady-state temperature for all the three layers, the classical lumped model gives larger relative errors for the whole time interval up to $t = 1$, while the improved lumped model $H_{0,0}/H_{0,0}$ presents smaller relative errors, and the $H_{1,1}/H_{0,0}$ model yields a good agreement with the finite difference solution. It is important to observe that as the value of the dimensionless thickness $\delta_3$ increases, the improvement offered by the proposed models becomes more evident for the third layer compared with the above cases.

The numerical results of transient history for Case IV-1 and Case IV-2 are shown in Figs. 6 and 7. We can observe again that the averaged dimensionless temperature obtained by the improved lumped parameter formulation ($H_{1,1}/H_{0,0}$ approximation) is excellent agreement with the finite difference solution. It should be also noted that with the value of the dimensionless thermal conductivity $\lambda_3$ decreasing (the dimensionless thermal diffusivity $\kappa_3$ is directly proportional to $\lambda_3$), the improvement offered by the proposed models becomes more evident.

The next group of cases in Problem V are performed with the decreasing of the values of $Rc_1$ and $Rc_2$, as shown in Figs. 8 and 9. Note that when the values of $Rc_1$ and $Rc_2$ reach to infinitesimal, imperfect contact interface boundary condition will convert to its special case that is perfect thermal contact condition at the interfaces. In Case V-2, $Rc_1 = 10^{-7}$ and $Rc_2 = 10^{-7}$ are utilized to simulate approximately the behaviors of the lumped models with perfect thermal contact conditions. Again, we can see that the prediction from the $H_{1,1}/H_{0,0}$ model appears clearly closer to the FD solution than the results from the $H_{0,0}/H_{0,0}$ one, while the classical lumped model fails to give accurate results.

Finally, the higher order ($H_{1,1}/H_{0,0}$) model is employed to analyze the transient combined convective and radiative cooling of steel-concrete-steel sandwich plates, which present a common structure in engineering applications such as advanced nuclear reactors. The parameters used in this practical case are given in Table 3. The first and third layers are made of chrome steel (5% Cr), while the interlayer material is dry concrete. The corresponding Biot numbers and radiation-conduction parameter can be calculated from Eqs. (15) that $Bi_1 = 8$, $Bi_2 = 50$ and $N_{rc} \approx 3$. Fig. 10 shows the average temperature as a function of time for each layer of the sandwich plates. It can be clearly observed that before $t = 50$ s, the temperature of the third layer reduces to 400 K, while the first layer needs more than 600 s to reach the same temperature. The cooling of the concrete interlayer is slowest due to its higher thermal capacity and lower thermal conductivity.

<table>
<thead>
<tr>
<th>Parameters of steel-concrete-steel sandwich plates.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$ (W/m $K$)</td>
</tr>
<tr>
<td>40</td>
</tr>
<tr>
<td>0.005</td>
</tr>
</tbody>
</table>

Fig. 9. Dimensionless temperature as a function of dimensionless time for each layer in Case V-2 ($Rc_1 = 10^{-7}$, $Rc_2 = 10^{-7}$).
H has a better agreement with the FD solution than the results from the potential applications of the proposed improved lumped model in cooling of steel-concrete-steel sandwich plates illustrates the results. The analysis of transient combined convective and radiative interfaces, it was found that the prediction from the becomes more evident. For perfect thermal contact condition at the decreases, the improvement offered by the proposed models
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5. Conclusions

Obtained through two-point Hermite approximations for integ
rals, improved lumped parameter models were developed for the transient heat conduction in multi-layer composite slabs subjected to combined convective and radiative cooling. Three-layer composite slabs were analyzed to illustrate the applicability of the proposed lumped models, with respect to different values of the Biot numbers, the radiation-conduction parameter, the dimensionless thickness, and the dimensionless thermal conductivity. It was shown by comparison with numerical solution of the original distributed parameter model that the higher order lumped model \(H_{0.1}/H_{0.0} \text{ approximation}\) yielded significant improvement of average temperature prediction over the classical lumped model, for radiation-conduction parameter as high as 32, and Biot number as high as 20. It was observed that the error rises to maximum in early time, decays to zero in intermediate times, then reaches to the peak value in the opposite direction and finally diminishes to zero again in long times. It was found that as value of the dimensionless thickness \(\beta\) increases or value of the dimensionless thermal conductivity \(\lambda\) decreases, the improvement offered by the proposed models becomes more evident. For perfect thermal contact condition at the interfaces, it was found that the prediction from the \(H_{0.1}/H_{0.0}\) model has a better agreement with the FD solution than the results from the \(H_{0.0}/H_{0.0}\), while the classical lumped model fails to give accurate results. The analysis of transient combined convective and radiative cooling of steel-concrete-steel sandwich plates illustrates the potential applications of the proposed improved lumped model in practical engineering problems.
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