Eigenfunction expansions for transient diffusion in heterogeneous media
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A B S T R A C T

The Generalized Integral Transform Technique (GITT) is employed in the analytical solution of transient linear heat or mass diffusion problems in heterogeneous media. The GITT is utilized to handle the associated eigenvalue problem with arbitrarily space variable coefficients, defining an eigenfunction expansion in terms of a simpler Sturm-Liouville problem of known solution. In addition, the representation of the variable coefficients as eigenfunction expansions themselves has been proposed, considerably simplifying and accelerating the integral transformation process, while permitting the analytical evaluation of the coefficients matrices that form the transformed algebraic system. The proposed methodology is challenged in solving three different classes of diffusion problems in heterogeneous media, as illustrated for the cases of thermophysical properties with large scale variations found in heat transfer analysis of functionally graded materials (FGM), of abrupt variations in multiple layer transitions and of randomly variable physical properties in dispersed systems. The convergence behavior of the proposed expansions is then critically inspected and numerical results are presented to demonstrate the applicability of the general approach and to offer a set of reference results for potentials, eigenvalues, and related quantities.

1. Introduction

The analysis of diffusion processes in heterogeneous media appears in various different contexts in the physical sciences and engineering, and this terminology is rather general and frequently not sufficient to characterize a specific physical situation and its mathematical treatment. Within the context of heat conduction in heterogeneous solids, one may for instances identify a few different situations that are in general referred to in such terms, including composites with non-uniform micro-structure, multilayered composites, solids with inclusions, non-homogeneous porous materials, welded or glued surfaces, etc. The result of heterogeneity is then expressed as space variability of the related thermo-physical properties, either in regular ordered form or in a stochastic functional behavior. Recently, there has been a renewed interest in the heat conduction analysis of heterogeneous solids in light of the developments on manufacturing of functionally graded materials (FGM) and nanocomposites, when the thermal properties of materials are tailored to meet requirements in specific applications, in many cases associated with extreme environments and conditions.

Diffusion problems defined in heterogeneous media involve spatially variable coefficients in different forms, depending on the type of heterogeneity involved, such as large scale variations in functionally graded materials (FGM), abrupt variations in layered composites, and random variations due to local concentration fluctuations in dispersed phase systems such as composites, [1–4]. In all such situations, the accurate representation of the diffusion process requires a detailed local solution of the potential behavior, generally with the aid of discrete numerical solutions with sufficient mesh refinement and computational effort and/or semi-analytical approaches for specific or simplified functional forms, as discussed in [1,5–9].

Analytical solutions of linear diffusion problems have been analyzed and compiled in [10], where seven different classes of heat and mass diffusion formulations are systematically solved by the classical Integral Transform Method. The obtained formal solutions are applicable over a very broad range of problems in heat and mass transfer, in part illustrated in the referred compendium, including certain examples of diffusion in heterogeneous media. Later on, the classical approach gained a hybrid numerical–analytical implementation and was coined as the Generalized Integral Transform Technique (GITT), [11–16], offering more flexibility in handling a priori non-transformable problems, including, among others, the analysis of nonlinear diffusion and convection–diffusion problems.

The solution of the associated eigenvalue problem is the major task in the numerical computation of such formal solutions presently available, so as to provide accurate numerical values for the related eigenvalues and normalized eigenfunctions that compose the expansions inherent to the integral transform method. In a
Nomenclature

\[ \begin{align*}
\text{d}(x) & \quad \text{linear dissipation operator coefficient, Eq. (1a)} \\
\text{f}(x) & \quad \text{initial condition, Eq. (1b)} \\
G & \quad \text{gain parameter in randomly variable properties} \\
k(x) & \quad \text{diffusion operator coefficient, Eq. (1a)} \\
M & \quad \text{truncation order in coefficients expansion, Eqs. (9a), (10a), (11a)} \\
N & \quad \text{truncation order in eigenvalue problem expansion, Eq. (6a)} \\
N_i & \quad \text{normalization integrals} \\
\text{P}(x,t) & \quad \text{equation source term, Eq. (1a)} \\
t & \quad \text{dimensionless time variable} \\
T & \quad \text{dimensionless temperature (potential)} \\
u & \quad \text{transformed dependent variable, Eq. (18)} \\
w(x) & \quad \text{transient operator coefficient, Eq. (1a)} \\
x & \quad \text{dimensionless longitudinal coordinate} \\
x & \quad \text{position vector}
\end{align*} \]

Greek letters:

\[ \begin{align*}
\alpha(x), \beta(x) & \quad \text{boundary condition coefficients, Eq. (1c)} \\
\beta & \quad \text{parameter in FGM properties variation} \\
\gamma & \quad \text{parameter in double-layer properties variation} \\
\delta & \quad \text{function in double-layer properties variation} \\
\phi(x,t) & \quad \text{equation source term, Eq. (1a)} \\
\lambda & \quad \text{eigenvalue of auxiliary problem} \\
\mu & \quad \text{original problem eigenvalues} \\
\Omega & \quad \text{eigenfunction of auxiliary problem} \\
\psi & \quad \text{original problem eigenfunctions}
\end{align*} \]

Subscripts and superscripts

\[ \begin{align*}
l,m & \quad \text{order of eigenquantities} \\
\_ & \quad \text{integral transform} \\
\sim & \quad \text{normalized eigenfunction}
\end{align*} \]

number of situations, depending on the specific functional form of the equation coefficients, one may find explicit solutions for the eigenfunctions in terms of special functions which are well documented in textbooks, and more recently, readily available in symbolic computation packages \[17\]. On the other hand, for the more general formulation of the eigenvalue problem, a few computational approaches have been developed that offer numerical approximations of the eigenvalues and eigenfunctions, such as the Runge-Kutta method with Prüfer transformation \[18,19\], the sign-count method \[20,21\], and the GITT itself \[22–24\]. The GITT has been applied in the solution of eigenvalue problems to both cases of variable coefficients \[22\] and irregular domains \[24\]. The approach is here first applied in solving an example of spatially variable thermophysical properties found in heat conduction within functionally graded materials (FGM), validated by the exact solution obtained through classical integral transforms in the specific situation of exponentially varying coefficients. Then, the approach is employed for handling a double-layered system with abrupt variation of properties, and critically compared against the exact solution obtained by the classical integral transform method with the adequate multi-region eigenvalue problem for an actually discontinuous problem. The idea is to propose expansions for the desired eigenfunctions themselves, based on an auxiliary problem of known solution. Then, the integral transformation process as applied to the original Sturm-Liouville problem, yields an algebraic transformed system of equations, written as a matrix eigensystem analysis. The numerically computed matrix eigenvalues and eigenvectors allow the reconstruction of the original problem eigenfunctions, which are actually needed in the analytical solution of the proposed diffusion problem.

The present work also considers the possibility of expressing the variable coefficients themselves as eigenfunction expansions, not necessarily of the same auxiliary eigenvalue problem. This is particularly advantageous in the evaluation of the algebraic system coefficients matrices, which result from the integration transformation process. All the related integrals can then be expressed in terms of simple eigenfunctions, in general allowing for straightforward analytical evaluations, instead of costly numerical integrations, especially for multidimensional applications. The present methodology can thus be particularly suitable in properties identification tasks and optimization for material properties tailoring. Thus, the approach employing the expanded coefficients is here challenged to handle the same double-layer abrupt variation situation already considered, and then demonstrated for a situation of intense random variation of the equation coefficients along the space variable, such as in \[1\]. After demonstrating the convergence behavior of the related eigenquantities, the random variation case is critically examined against the approximation of effective thermophysical properties values for a range of amplitudes in the maximum variation allowed for.

2. Analysis

We consider a general formulation on transient diffusion for the potential \(T(x,t)\) dependent on position \(x\) and time \(t\) and defined in region \(V\) with boundary surface \(S\). The formulation includes the transient term, the diffusion operator, a linear dissipation term, and an independent source term \[10,12\], as shown in problem (1) below. The coefficients \(w(x), k(x),\) and \(d(x)\), are responsible for the information related to the heterogeneity of the medium. The diffusion equation and initial and boundary conditions are given by:

\[ \begin{align*}
\text{(1a)} & \quad w(x) \frac{\partial T(x,t)}{\partial t} = \nabla \cdot (k(x) \nabla T(x,t)) - d(x)T(x,t) + P(x,t), x \in V, t > 0 \\
\text{(1b)} & \quad T(x,0) = f(x), \quad x \in V \\
\text{(1c)} & \quad \alpha(x)T(x,t) + \beta(x)k(x) \frac{\partial T(x,t)}{\partial n} = \phi(x,t), \quad x \in S
\end{align*} \]

The exact solution of problem (1) is obtained with the classical integral transform method \[10\], and is written as:

\[ T(x,t) = \sum_{i=1}^{\infty} \Psi_i(x) \left( f_i e^{-\gamma_i t} + \int_0^t g_i(t') e^{-\gamma_i (t-t')} dt' \right) \]

where the eigenvalues \(\mu_i\) and eigenfunctions \(\psi_i(x)\), are obtained from the eigenvalue problem that contains the information about the heterogeneous medium, in the form:

\[ \nabla \cdot (k(x) \nabla \psi_i(x)) + (\mu_i^2 w(x) - d(x))\psi_i(x) = 0, x \in V \]

with boundary conditions

\[ \alpha(x)\psi_i(x) + \beta(x)k(x) \frac{\partial \psi_i(x)}{\partial n} = 0, \quad x \in S \]

Also, the other quantities that appear in the exact solution (2) are computed after solving problem (3), such as:

\[ N_i = \int_V w(x)\psi_i^2(x) dV, \quad \text{normalization integrals} \]

\[ \tilde{\psi}_i(x) = \frac{\psi_i(x)}{\sqrt{N_i}} \quad \text{normalized eigenfunctions} \]

\[ \tilde{f}_i = \int_V w(x)\tilde{\psi}_i(x)f(x) dV, \quad \text{transformed initial condition} \]
\[
\eta_i(t) = \int_P \psi_i(x) d\nu + \int_S \phi(x, t) \left[ \frac{\psi_i(x) - k(x)\psi_i^n(x)}{z(x) + \beta(x)} \right] ds, \quad (4d)
\]

For a general purpose automatic implementation, it is quite desirable to develop a flexible computational approach to handle eigenvalue problems with arbitrarily variable coefficients, such as problem (3). Thus, the Generalized Integral Transform Technique (GITT) is here employed in the solution of the Sturm-Liouville problem (3) via the proposition of a simpler auxiliary eigenvalue problem, and expanding the unknown eigenfunctions in terms of the chosen basis. Also, the variable equation coefficients are themselves expanded in terms of known eigenfunctions, so as to allow for a fully analytical implementation of the coefficients matrices in the transformed system. The solution of problem (3) is thus proposed as an eigenfunction expansion, in terms of a simpler auxiliary eigenvalue problem, given as:
\[
\nabla \cdot (k(x) \nabla \Omega_m(x)) + (\lambda_m^n w(x) - d'(x)) \Omega_m(x) = 0, \quad x \in V \quad (5a)
\]

with boundary conditions
\[
z'(x) \Omega_m(x) + \beta'(x) k'(x) \frac{\partial \Omega_m(x)}{\partial n} = 0, \quad x \in S \quad (5b)
\]

where the coefficients, \( w(x), k'(x), \) and \( d'(x) \), are simpler forms of the equation coefficients chosen so as to allow for an analytical solution of the auxiliary problem. Thus, the solution of problem (5), which needs to be known in terms of the eigenfunctions \( \Omega_m(x) \) and related eigenvalues \( \lambda_m \), offers a basis for the eigenfunction expansion of the original eigenvalue problem (3). Also, even the boundary conditions types of the original and auxiliary problems are allowed to be different, in case further simplification of the auxiliary function is desired, in light of the different boundary condition coefficients, \( z'(x) \) and \( \beta'(x) \). The eigenfunctions \( \Omega_m(x) \), may be for instance derived via separation of variables for a general multidimensional formulation, and the separated problems directly obtained from tabulated solutions of classical eigenvalue problems or computed from the ordinary differential equations via modern symbolic platforms, such as [17].

Once the eigenfunctions \( \Omega_m(x) \) have been analytically constructed and the eigenvalues \( \lambda_m \) have been computed, the proposed expansion of the original expansion is then given by:
\[
\Psi(x) = \sum_{n=1}^{\infty} \Omega_m(x) \psi_n, \quad \text{inverse} \quad (6a)
\]
\[
\Psi(x) = \int w(x) \Psi(x) \Omega_m(x) d\nu, \quad \text{transform} \quad (6b)
\]

The integral transformation is thus performed by operating Eq. (3a) on with \( \int \Omega_m(x) = d\nu \). After employing Green’s 2nd formula so as to account for the difference in boundary conditions of the two eigenvalue problems, the resulting integrals:
\[
\int \psi_i(x) \nabla \cdot (k(x) \nabla \Omega_m(x)) d\nu + \int \frac{k(x)}{\beta(x)} \left( k(x) \frac{\partial \Omega_m(x)}{\partial n} \right) d\nu = 0 \quad (7a)
\]

Now, by combining boundary conditions (3b) and (5b), the surface integral above can be written as:
\[
\int k(x) \left( \psi_i(x) \frac{\partial \Omega_m(x)}{\partial n} - \Omega_m(x) \frac{\partial \psi_i(x)}{\partial n} \right) d\nu = 0 \quad (7b)
\]

and Eq. (7a) can be for instance rewritten as:
\[
\int \psi_i(x) \nabla \cdot (k(x) \nabla \Omega_m(x)) d\nu + \int \psi_i(x) \left( 1 - \beta'(x) k'(x) \frac{\partial \Omega_m(x)}{\partial n} \right) \frac{\partial \Omega_m(x)}{\partial n} d\nu = 0 \quad (7c)
\]

Substitution of the inverse formula yields the following algebraic problem:
\[
\sum_{m=1}^{\infty} \psi_{i,m} \int \Omega_m(x) \nabla \cdot (k(x) \nabla \Omega_m(x)) d\nu + \int \psi_i(x) \left( 1 - \beta'(x) k'(x) \frac{\partial \Omega_m(x)}{\partial n} \right) \frac{\partial \Omega_m(x)}{\partial n} d\nu = 0 \quad (7d)
\]

In matrix form, the eigensystem is concisely given by:
\[
(A - \mu^2 B) \Psi = 0 \quad (8a)
\]
\[
\Psi = (\psi_{i,m}); \quad B = (B_{i,m}), \quad B_{i,m} = \int w(x) \Omega_m(x) \psi_i(x) d\nu \quad (8b, c)
\]
\[
A = (A_{i,m}), \quad A_{i,m} = \int \Omega_m(x) \nabla \cdot (k(x) \nabla \Omega_m(x)) d\nu + \int \psi_i(x) \left( 1 - \beta'(x) k'(x) \frac{\partial \Omega_m(x)}{\partial n} \right) \frac{\partial \Omega_m(x)}{\partial n} d\nu \quad (8d)
\]

Also, accounting for the auxiliary problem formulation, the system matrix \( A \) can be rewritten as:
\[
A_{i,m} = \int \Omega_m(x) \nabla \cdot (k(x) \nabla \Omega_m(x)) d\nu + \int k(x) \left( 1 - \beta'(x) k'(x) \frac{\partial \Omega_m(x)}{\partial n} \right) \frac{\partial \Omega_m(x)}{\partial n} d\nu + \lambda_m^n \delta_{i,m} \quad (8e)
\]

The algebraic problem (8) can be numerically solved to provide results for the eigenvalues \( \mu^2 \) and eigenvectors \( \Psi \) from this matrix eigenvalue problem analysis [17], which will be combined by the inverse formula (6a) to provide the desired eigenfunctions.

It is also relevant to consider the possibility of expressing the variable coefficients themselves as eigenfunction expansions, in general not of the same auxiliary eigenvalue problem. This is particularly advantageous in the evaluation of the algebraic system coefficients, \( A_{i,m} \) and \( B_{i,m} \). All the related integrals can then be expressed in terms of eigenfunctions, in general allowing for straightforward analytical evaluations. For instance, the coefficient \( w(x) \) can be expanded in terms of eigenfunctions, together with a filtering solution to enhance convergence, in the following form:
\[
w(x) = w_0(x) + \sum_{k=1}^{\infty} \hat{w}_k(x) \hat{I}_k(x), \quad \text{inverse} \quad (9a)
\]
\[
\hat{w}_k = \int w(x) |w(x) - w_0(x)| \hat{I}_k(x) dx, \quad \text{transform} \quad (9b)
\]

where \( w(x) \) is the weighting function for the chosen normalized eigenfunction \( \hat{I}_k(x) \). For instance, the eigenfunction basis may be chosen employing the same auxiliary problem equation, but with
first order boundary conditions throughout, while the filtering function would be a simple analytic function that satisfies the boundary values for the original coefficients. Then, once the transformed coefficients have been obtained through the transform formula, Eq. (9b), computations may be carried on with the inverse expression for the variable coefficient, Eq. (9a). This procedure might also be of interest in function estimation tasks, when the transformed quantities would be the parameters to be estimated. The two remaining coefficients are equally expanded, if necessary, in terms of eigenfunctions, here assumed to be equal just for the sake of conciseness, to yield:

\[ k(x) = k_0(x) + \sum_{k=1}^\infty \beta k(x) \tilde{k}_k, \quad \text{inverse} \]  

(10a)

\[ \tilde{k}_k = \int_v w(x) [k(x) - k_0(x)] \tilde{f}_k(x) dx, \quad \text{transform} \]  

(10b)

\[ d(x) = d_0(x) + \sum_{k=1}^\infty \beta d_k(x) \tilde{d}_k, \quad \text{inverse} \]  

(11a)

\[ \tilde{d}_k = \int_v w(x)[d(x) - d_0(x)] \tilde{f}_k(x) dx, \quad \text{transform} \]  

(11b)

The matrices coefficients may then be rewritten in terms of the expanded functions, such as for the elements of matrix B:

\[ B_{n,m} = \int_v w(x) \tilde{f}_n(x) \tilde{f}_m(x) dx + \sum_{k=1}^\infty \tilde{w}_k \int_v \tilde{f}_k(x) \tilde{f}_n(x) \tilde{f}_m(x) dx \]  

(12a)

and for matrix A:

\[ A_{n,m} = \int_v \tilde{f}_m(x) \nabla [a(x)] \nabla \tilde{f}_n(x) dx + \sum_{k=1}^\infty \left[ \int_v \tilde{f}_m(x) \nabla \tilde{f}_k(x) \nabla \tilde{f}_n(x) dx \right] \tilde{k}_k + \int_v \left[ k_0(x) - \beta k(x) \tilde{k}_k \right] \tilde{f}_m(x) \frac{\partial \tilde{f}_n(x)}{\partial x} \right] ds \]  

\[ + \sum_{k=1}^\infty \left[ \int_v \tilde{f}_k(x) \tilde{f}_m(x) \frac{\partial \tilde{f}_n(x)}{\partial x} \right] ds \tilde{k}_k \]  

\[ - \int_v \left[ d_0(x) - \beta d(x) \tilde{d}_k \right] \tilde{f}_m(x) \tilde{f}_n(x) dx + \sum_{k=1}^\infty \left[ \int_v \tilde{f}_k(x) \tilde{f}_m(x) \tilde{f}_n(x) dx \right] \tilde{d}_k + \lambda^2 \delta_{n,m}, \]  

(12b)

The norms are then computed from:

\[ N_l = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \psi_n \psi_m \left\{ \int_v w(x) \tilde{f}_n(x) \tilde{f}_m(x) dx \right\} \]  

\[ + \sum_{k=1}^\infty \int_v \tilde{f}_k(x) \tilde{f}_m(x) \tilde{f}_n(x) dx \tilde{w}_k \]  

(13)

3. Applications

The problems here considered involve the analysis of three quite different situations, first, an example of variable coefficients with large scale changes is drawn from the literature related to quite different situations, first, an example of variable coefficients with large scale changes is drawn from the literature related to the thermophysical properties [1].

The related dimensionless energy equation and initial and boundary conditions for the FGM example are written as [7]:

\[ w(x) \frac{\partial T(x,t)}{\partial t} = \frac{\partial}{\partial x} \left[ k(x) \frac{\partial T(x,t)}{\partial x} \right], \quad 0 < x < 1, \quad t > 0 \]  

(14a)

with initial and boundary conditions

\[ T(x,0) = f(x), \quad 0 < x < 1 \]  

(14b)

\[ T(0,t) = 0, \quad T(1,t) = 0, \quad t > 0 \]  

(14c, d)

where the thermophysical properties are assumed to vary exponentially in the form [7]:

\[ k(x) = k_0 e^{\gamma x}, \quad w(x) = w_0 e^{\gamma x}, \quad a_0 = \frac{k_0}{w_0} = \text{const}. \]  

\[ t > 0 \]  

(15a-c)

This particular choice of functional forms leads to a problem formulation that allows for an exact solution via the classical integral transform method [10], yielding a benchmark solution for the variable coefficients case. Thus, after manipulating the coefficients within Eq. (14a), one finds:

\[ \frac{1}{a_0} \frac{\partial T(x,t)}{\partial t} = \frac{\partial^2 T(x,t)}{\partial x^2} + 2\beta \frac{\partial T(x,t)}{\partial x}, \quad 0 < x < 1, \quad t > 0 \]  

(16)

In addition, a dependent variable transformation can recover the usual heat conduction equation form, as:

\[ T(x,t) = u(x,t) e^{-\beta(x-x_0)} \]  

Then, the transformed problem becomes:

\[ \frac{1}{a_0} \frac{\partial u(x,t)}{\partial t} = \frac{\partial^2 u(x,t)}{\partial x^2}, \quad 0 < x < 1, \quad t > 0 \]  

(18a)

with initial and boundary conditions

\[ u(x,0) = f(x) e^{\alpha x}, \quad 0 < x < 1 \]  

(18b)

\[ u(0,t) = 0, \quad u(1,t) = 0, \quad t > 0 \]  

(18c, d)

The first application was solved for different values of the parameter \( \beta \), with the initial condition given by:

\[ f(x) = \frac{1 - e^{\beta(1-x)}}{1 - e^{\beta}} \]  

(19)

which corresponds to the steady-state solution for the case of prescribed temperatures \( T(0,t) = 1 \) and \( T(1,t) = 0 \). Problem (18) can then be directly solved in analytical form for verification purposes, employing the classical integral transform method.

The problem formulation for the other two cases is given by:

\[ w(x) \frac{\partial T(x,t)}{\partial t} = \frac{\partial}{\partial x} \left[ k(x) \frac{\partial T(x,t)}{\partial x} \right], \quad 0 < x < 1, \quad t > 0 \]  

(20a)

with initial and boundary conditions

\[ T(x,0) = f(x), \quad 0 < x < 1 \]  

(20b)

\[ \left. \frac{\partial T(x,t)}{\partial x} \right|_{x=0} = 0, \quad \left. \frac{\partial T(x,t)}{\partial x} \right|_{x=1} = 0, \quad t > 0 \]  

(20c, d)

The initial condition is arbitrarily chosen as \( f(x) = 1 - x^2 \) for the present illustration. The space variable coefficients for the abrupt variation are governed by the parameter \( \gamma \) in the function below:

\[ k(x) = k_0 + (k_2 - k_1) \delta(x), \quad w(x) = w_1 + (w_2 - w_1) \delta(x) \]  

(21a, b)

\[ \delta(x) = \frac{1}{1 + e^{-\beta(x-x_0)}} \]  

(21c)

with \( x_0 \) being the interface position.

The randomly generated coefficients were obtained based on the example of [1], by first generating a number of positions within the medium, and then producing random scaling factors for the properties variations at each position, normalized by their average value. The resulting values are then interpolated to provide continuous functions. A gain parameter is also defined to allow for an inspection of the accuracy of effective thermophysical properties...
in simplifying the problem formulation, as shall be discussed in the results and discussion section. The variable coefficients are the given by:

\[ k(x) = k_0 \left[ 1 + \left( \frac{g_1(x)}{g_1} - 1 \right) G \right] \]

\[ w(x) = w_0 \left[ 1 + \left( \frac{g_2(x)}{g_2} - 1 \right) G \right] \]  

(22a,b)

where \( g_1(x) \) and \( g_2(x) \) are linearly interpolated functions within selected positions \( x \) and properties values randomly generated in the interval \([0, 1]\). Here, just for illustration purposes, the \( x \) positions were taken as equally distributed points within the domain. For \( G = 1 \) one obtains the full random pattern of the generated functions, while \( G = 0 \) recovers the uniform thermophysical properties situation.

The eigenvalue problem to be solved is then given by:

\[ \frac{d}{dx} \left[ k(x) \frac{d\psi_i(x)}{dx} \right] + \mu^2 w(x) \psi_i(x) = 0, \quad 0 < x < 1 \]  

(23a)

with boundary conditions

\[ \frac{d\psi_i(x)}{dx} \bigg|_{x=0} = 0, \quad \frac{d\psi_i(x)}{dx} \bigg|_{x=1} = 0 \]  

(23b,c)

So as to demonstrate the potential applicability of the present approach, the simplest possible auxiliary problem was considered, based on the choice of coefficients \( k^*(x) = 1, w^*(x) = 1 \), and \( d^*(x) = 0 \), and maintaining the same boundary conditions as in Eqs. (23b,c), which results in:

\[ \Omega_2(x) = \sqrt{2}\cos(\iota_0 x), \quad \Omega_0(x) = 1. \quad \text{with} \quad \iota_0 = n\pi, \quad n = 0, 1, 2 \ldots \]  

(24a-c)

The resulting algebraic problem (8) is then numerically solved to provide results for the eigenvalues \( \mu \) and eigenvectors \( \Psi \), making use of the Mathematica system [17].

### 4. Results and discussion

The proposed approach was implemented in the mixed symbolic-numerical platform Mathematica 5.2 [17] and a few representative results were obtained to illustrate the convergence behavior of the eigenfunction expansions for the original eigenvalue problem with variable coefficients and the finally obtained temperature fields. The constructed notebook also offers the possibility of expanding the equation coefficients themselves in terms of eigenfunctions, as shall be examined in the results that follow.

Fig. 1 below illustrates the effect of the parameter \( \beta \) on the behavior of the thermophysical properties for the first example, related to a marked variation of thermophysical properties such as in FGM thermal interfaces. Note that for the case of \( \beta = 3 \), a ratio of approximately 400 times is achieved between the \( k(x) \) values at the two edges of the domain.

Numerical results for eigenvalues and temperature distributions in the FGM example are reported below, for the numerical values of \( \beta = -3, -1, 1, \) and \( 3 \), and with \( w_0 = 10 \) and \( k_0 = 1 \). The equation coefficients are taken in their original analytical forms, without expanding them in eigenfunctions at the present illustration. First, Tables 1a and b illustrate the excellent convergence behavior of the first 10 eigenvalues associated with the original problem, Eqs. (14), with space variable coefficients, \( k(x) \) and \( w(x) \), as in Eqs. (15a,b). The different columns correspond to increasing truncation orders in the expansion of the original eigenfunctions in terms of the auxiliary function eigenfunctions, with \( N = 20, 30, 40, \) and \( 50 \). It should be noticed that the first 10 eigenvalues are fully converged to the sixth significant digit in the case of \( \beta = 1 \) (Table 1a), to within 50 terms in the eigenfunction expansion, while five digits are fully converged for all the eigenvalues in the second situation, \( \beta = 3 \) (Table 1b).

Fig. 2a and b illustrate the transient behavior of the temperature profiles for three time values, \( t = 0.01, 0.05, \) and \( 0.1 \), for the two extreme situations considered with \( \beta = 3 \) and \( -3 \), respectively. In the first case, the thermophysical properties increase approximately 400 times in the direction of the lowest values of temperature, i.e. the right hand side of the graph, where both the thermal conductivity and capacity are markedly augmented, and the cooling effect is very effective. In the second case, the thermophysical properties are markedly reduced towards the edge \( x = 1 \), sensibly affecting the cooling of the slab. It should be recalled that the dimensionless thermal diffusivity \( \lambda_d \) is kept the same in both examples, but the initial conditions are different in light of the variation in the \( \beta \) values. In addition, plotted with symbols are the exact results for the specific functional form of the coefficients here.
considered, as obtained from the solution of Eq. (18), for validation purposes of both sets of curves, with a perfect agreement against the GITT results here reported with 50 terms in the eigenfunction expansions.

Fig. 3 illustrates the behavior of the variable coefficient $k(x)$ for the double-layer example, with $k_1 = 1$, $k_2 = 20$, $x_c = 0.3$, and for different values of the parameter $c = 10$, $20$, $100$, $500$, and $1000$, to be employed in the solution of Eq. (20). To the graph scale, the last two values $c = 500$ and $1000$ produce a practically vertical variation on the thermophysical properties.

It should be recalled that there exists the exact solution for the linear heat conduction multiregion problem, with constant coefficients in each layer [10], but the aim here is not to solve the discontinuous problem, which would require a discontinuous eigenvalue problem to be formally correct [10,21], but a general version of the problem with variable properties, testing it in handling very sharp space variations on the coefficients. This is particularly important when dealing with thermophysical properties identification in such cases where interface positions between different materials are not known a priori and/or there is an actual transition region where it is crucial to estimate the properties variation.

Tables 2a and b illustrate the convergence behavior of the first 10 eigenvalues of the double-layer problem, Eq. (20), for the values $\gamma = 100$ and 500, respectively, for increasing truncation orders in the eigenfunction expansions, $N = 30, 60, 90, 120$, with $k_1 = 1$, $k_2 = 20$, $x_c = 0.3$, $w_1 = 1$ and $w_2 = 4$. Also, the last column illustrates the exact results for the discontinuous double-layer problem, just for reference purposes, but not as a benchmarking tool, since it cannot be formally recovered by the present approach with a continuous auxiliary problem. Here, the equation coefficients are again not yet expanded in eigenfunctions, but taken from the analytical expressions in Eq. (21).

The very first eigenvalue ($\mu_0 = 0$) was omitted from the tables since it is exactly recovered in all cases. For the less abrupt situation with $\gamma = 100$ (Table 2a), the first 10 eigenvalues are already fully converged to the sixth significant digit with truncation orders of $N = 90$ or smaller, while for the very sharp interface with $\gamma = 500$ (Table 2b), $N = 120$ terms are required to achieve three to four significant digits of convergence in the eigenvalues. One may also observe the tendency of the eigenvalues towards the two-region results as the transition region between the two layers is made narrower.
Fig. 4 presents the behavior of the 10th eigenfunction for the most abrupt case of $\gamma = 1000$, for different truncation orders, $N = 30$, 60, 90, and 120, with different symbols, together with the double-layer exact results, in solid line. To the graph scale, the eigenfunction is already converged to $N = 60$ terms, with a noticeable slightly better convergence behavior in the first region ($x < x_c$).

Also, Fig. 5 illustrates the excellent convergence behavior of the expansions for the temperature distribution in this double-layer example, again in the most abrupt case ($\gamma = 1000$), at three different values of the time variable, $t = 0.001$, 0.01, and 0.05. One may notice a practically full coincidence of all curves to the graph scale within this range of the truncation orders. It is also observable that the results offer a very good reproduction of the exact discontinuous interface two-layer results.

Table 3 below further demonstrates this excellent convergence behavior for the most abrupt case ($\gamma = 1000$), by presenting the temperature values at the edge of the second layer, $x = 1$, where the convergence of the eigenfunctions is apparently slower, for time $t = 0.01$. The same truncation orders are considered, $N = 30$, 60, 90, and 120 in terms of the eigenfunctions of the auxiliary problem, and up to the 11th eigenvalue of the original heterogeneous problem. Clearly, the temperature values are fully converged to the sixth digit up to order $i = 6$ of the eigenfunction expansion of the original problem, in all cases, including the exact solution for the discontinuous double-layer. In the other sense, of increasing $N$, one may see that the temperature field is converged to at least four significant digits, even for $N = 30$, and agreeing with the discontinuous problem exact solution also in four significant digits.

Next, we illustrate the convergence of the eigenfunction expansion representations of the variable coefficients themselves, in both cases of a double layer with a transition region and the randomly variable properties. For instance, Fig. 6a and b illustrate

![Fig. 4. Convergence behavior of the 10th eigenfunction $\psi_{10}(x)$ for the double-layer example, with $\gamma = 1000$, and truncation orders $N = 30, 60, 90,$ and 120.](image)

![Fig. 5. Convergence behavior of the temperature profile for the double-layer example, with $\gamma = 1000$, and truncation orders $N = 30, 60, 90,$ and 120.](image)

![Fig. 6. (a) Behavior of the variable diffusion coefficient $k(x)$ and its eigenfunction expansion for the double-layer example, with $\gamma = 20$ and truncation orders $M = 3, 9,$ and 15. (b) Behavior of the variable diffusion coefficient $k(x)$ and its eigenfunction expansion for the double-layer example, with $\gamma = 200$ and truncation orders $M = 30, 50,$ and 70.](image)

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Convergence of temperature distribution for double-layer problem, Eq. (20), with $\gamma = 1000$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order $i$</td>
<td>$N = 30$</td>
</tr>
<tr>
<td>0</td>
<td>0.578603</td>
</tr>
<tr>
<td>1</td>
<td>0.521377</td>
</tr>
<tr>
<td>2</td>
<td>0.403499</td>
</tr>
<tr>
<td>3</td>
<td>0.402522</td>
</tr>
<tr>
<td>4</td>
<td>0.401761</td>
</tr>
<tr>
<td>5</td>
<td>0.401756</td>
</tr>
<tr>
<td>6</td>
<td>0.401752</td>
</tr>
<tr>
<td>7</td>
<td>0.401752</td>
</tr>
<tr>
<td>8</td>
<td>0.401752</td>
</tr>
<tr>
<td>9</td>
<td>0.401752</td>
</tr>
<tr>
<td>10</td>
<td>0.401752</td>
</tr>
</tbody>
</table>
the behavior of the variable coefficient \(k(x)\) for the double-layer example, together with its eigenfunction expansion, with \(k_1 = 1\), \(k_2 = 20\), \(x_c = 0.3\), and for different values of the parameter \(\gamma = 20\) and 200. To the graph scale, the value \(\gamma = 200\) produces a practically vertical variation on the thermophysical properties. We have chosen to adopt as a filter for the coefficients expansion, the straight line that connects the two extreme values, \(k(0)\) and \(k(1)\), not accounting for the knowledge of the interface position. The eigenfunction was taken from the same auxiliary problem equation, but with first kind boundary conditions, i.e.:

\[
\bar{f}_k(x) = \sqrt{2} \sin(v_k x), \quad v_k = k\pi, \quad k = 1, 2, 3 \ldots \tag{25a-c}
\]

For the case with the less abrupt space variation in the double layer example, Fig. 6a, convergence of the coefficient expansion is achieved to the graph scale with very low truncation orders, such as \(M = 6\) and \(M = 9\), which practically overwrite the curve for the original coefficient \(k(x)\), Eq. (21a). For the case of an actual abrupt variation, Fig. 6b, a larger number of terms were required for the expansion to appropriately recover the coefficient behavior, as illustrated by the curve with \(M = 70\), which is practically coincident with the exact coefficient curve.

Similar results were obtained and analyzed for the random properties example, as illustrated below in Fig. 7a and b for the \(k(x)\) coefficient by taking \(k_0 = 0.5\), with \(G = 0.2\) and 0.8, respectively. A total of 40 equally spaced points were taken along the domain for the random properties generation, while the random numbers at each position were kept unchanged for the two cases of different gains. The truncation orders for the coefficient eigenfunction expansion are illustrated for \(M = 20\), 40, and 80. Clearly, the case with the smaller gain, \(G = 0.2\), presents a better convergence behavior, due to the dumping effect on the oscillations amplitudes, with the results for \(M = 80\) being fully coincident with the interpolated original curves that are overwritten by the expansion results. For the case with larger amplitudes in the random variations, \(G = 0.8\), the curve for \(M = 40\) still presents noticeable deviations from the original interpolated curve, while the curve for \(M = 80\) practically overwrites the original coefficient graph, except at the very sharp edges which could still require a few extra terms. The same trends were observed for the randomly generated \(w(x)\) behavior, generated for \(w_0 = 0.5\) and also for 40 equally spaced points, as illustrated in Fig. 8a and b below. As opposed to the case in [1], the two coefficients were allowed to be independently generated, to further challenge the proposed approach.

The eigenvalue problem solution obtained with the expanded equation coefficients is now demonstrated, first by considering the double-layer example, again with \(k_1 = 1\), \(k_2 = 20\), \(x_c = 0.3\),
\( w_1 = 1 \), and \( w_2 = 4 \), with \( \gamma = 20 \) and 200. Tables 4a and b then show the converged values of the first 10 eigenvalues \( \mu_i \)'s for different truncation orders in the coefficients expansions, \( M \), compared in the last two columns with the original continuous coefficient solution and the exact discontinuous eigenvalue problem solution, here shown just as a limiting case [26]. The eigenfunction expansions of the original eigenvalue problem itself were fixed to truncation orders \( N = 50 \) in the case of \( \gamma = 20 \), and \( N = 100 \) for \( \gamma = 200 \), which are more than sufficient to provide converged results to the first 10 eigenvalues here presented, as previously achieved for the original coefficients representation. In Table 4a, for the smoother coefficients behavior, fairly low truncation orders \( (M = 27) \) in the coefficients expansions already provide four significant digits of convergence in the first 10 eigenvalues, as compared to the eigenvalues obtained with the numerical integration based on the original coefficients representations. On the other hand, for the very abrupt variation case, for \( \gamma = 200 \), it is shown in Table 4b that \( M = 110 \) terms are required to yield four fully converged significant digits in these same first 10 eigenvalues. Again, it is clear that the results in Table 4b are closer to the exact solution of the discontinuous case, as the coefficients representation approach constant values in each layer, in contrast with the case of \( \gamma = 20 \).

Now, the random properties case is more closely examined, initiating by the illustration of the convergence behavior of the first 10 Table 4a

<table>
<thead>
<tr>
<th>Eigenvalue ( \mu_i )</th>
<th>Original coefficients</th>
<th>Discont. problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.86584</td>
<td>5.21316</td>
</tr>
<tr>
<td>2</td>
<td>12.0937</td>
<td>10.0779</td>
</tr>
<tr>
<td>3</td>
<td>18.1562</td>
<td>15.6389</td>
</tr>
<tr>
<td>4</td>
<td>24.1409</td>
<td>20.1568</td>
</tr>
<tr>
<td>5</td>
<td>30.0858</td>
<td>25.4689</td>
</tr>
<tr>
<td>6</td>
<td>36.0473</td>
<td>25.2032</td>
</tr>
<tr>
<td>7</td>
<td>42.0149</td>
<td>25.2034</td>
</tr>
<tr>
<td>8</td>
<td>47.9863</td>
<td>25.2064</td>
</tr>
<tr>
<td>9</td>
<td>53.9608</td>
<td>25.2067</td>
</tr>
<tr>
<td>10</td>
<td>59.9374</td>
<td>50.4129</td>
</tr>
</tbody>
</table>

Table 4b

<table>
<thead>
<tr>
<th>Eigenvalue ( \mu_i )</th>
<th>Original coefficients</th>
<th>Discont. problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.92070</td>
<td>5.21316</td>
</tr>
<tr>
<td>2</td>
<td>10.0070</td>
<td>10.0779</td>
</tr>
<tr>
<td>3</td>
<td>13.5127</td>
<td>15.6389</td>
</tr>
<tr>
<td>4</td>
<td>19.9172</td>
<td>20.1568</td>
</tr>
<tr>
<td>5</td>
<td>24.3117</td>
<td>25.4689</td>
</tr>
<tr>
<td>6</td>
<td>29.7991</td>
<td>25.2032</td>
</tr>
<tr>
<td>7</td>
<td>35.5958</td>
<td>25.2034</td>
</tr>
<tr>
<td>8</td>
<td>40.9637</td>
<td>25.2064</td>
</tr>
<tr>
<td>9</td>
<td>46.1803</td>
<td>25.2067</td>
</tr>
<tr>
<td>10</td>
<td>51.9374</td>
<td>50.4129</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th>Eigenvalue ( \mu_i )</th>
<th>N = 30</th>
<th>N = 50</th>
<th>N = 70</th>
<th>N = 90</th>
<th>N = 110</th>
<th>N = 130</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.90236</td>
<td>2.81658</td>
<td>2.79154</td>
<td>2.78586</td>
<td>2.78378</td>
<td>2.78283</td>
</tr>
<tr>
<td>2</td>
<td>5.23446</td>
<td>5.10402</td>
<td>5.02386</td>
<td>5.00907</td>
<td>5.00218</td>
<td>4.99523</td>
</tr>
<tr>
<td>3</td>
<td>8.10146</td>
<td>7.98014</td>
<td>7.92516</td>
<td>7.91836</td>
<td>7.91641</td>
<td>7.91551</td>
</tr>
<tr>
<td>4</td>
<td>11.0150</td>
<td>10.7348</td>
<td>10.6866</td>
<td>10.6733</td>
<td>10.6694</td>
<td>10.6673</td>
</tr>
<tr>
<td>6</td>
<td>18.0474</td>
<td>17.5089</td>
<td>17.4113</td>
<td>17.3497</td>
<td>17.3335</td>
<td>17.3257</td>
</tr>
</tbody>
</table>
Finally, we examine the behavior of the temperature distribution within the random properties medium, as a function of the gain $G$ for the values $G = 0, 0.2, 0.5, 0.8,$ and $1$, which governs the amplitude of the coefficients variations, but maintaining the same random numbers at each $x$ for the different gains. Fig. 9a and b illustrate the temperature profile behavior at two different dimensionless times, respectively, for $t = 0.05$ and $0.1$. The base case $G = 0$ provides the result for the constant properties situation, when the properties local variations are ignored and substituted by an effective average value. As we can see, the differences between the variable and constant coefficients cases are more significant for increasing $G$ and time value, and closer to the boundary $x = 1$ for this particular application. A reasonable reproduction of the actual heterogeneous problem solution when employing effective values, is achieved only for the moderate case of $G = 0.2$.

### 5. Conclusions

The Generalized Integral Transform Technique (GITT) is employed in the analytical solution of eigenvalue problems related to diffusion in heterogeneous media, represented by arbitrarily space variable equation coefficients. The handling of such Sturm-Liouville problems in terms of eigenfunction expansions of simpler problems of known solution, allows for the straightforward application of well established exact solutions for transient diffusion in heterogeneous media.

Three quite different situations were here considered to challenge the proposed approach, namely, the case of functionally graded materials with properties varying across the space coordinate within orders of magnitude, the case of a double layer with a sudden transition region, and the situation of dispersed systems with randomly variable concentrations and thus physical properties. Convergence behavior was extensively illustrated for both eigenvalues and eigenfunctions, as well as for the temperature distributions of the originally posed problems. Though the solution for the sharp variation of properties closely reproduces the actually discontinuous problem results, in order to formally handle a discontinuous original eigenvalue problem, the auxiliary problem needs to be chosen itself discontinuous for an exact satisfaction of the continuity relations, such as in [21]. In this case, the formal solution above presented is essentially the same and directly applicable. Also, the numerical examples presented were chosen to be one-dimensional in order to illustrate the three different possible natures of the properties variations, to within the available space, but the formal solution and computational algorithm are easily extended to two- or three-dimensional situations provided one accounts for the adequate reordering of terms in the eigenfunction expansions, such as in [24,27].

Perhaps the major novelty with respect to the previous implementations of the integral transform method here reviewed, lies on that the present methodology introduces the idea of expanding the variable coefficients themselves in terms of known eigenfunctions, so as to allow for the full analytical implementation of the approach during assembly of the coefficients matrices required in the transformed eigenvalue problem formulation. Such modification opens up new perspectives in the utilization of the methodology in either physical properties mapping in connection with inverse problems analysis and/or materials properties tailoring and optimization tasks.

### Table 6a

<table>
<thead>
<tr>
<th>Eigenvalue $\mu_0$</th>
<th>$M = 20$</th>
<th>$M = 40$</th>
<th>$M = 60$</th>
<th>$M = 80$</th>
<th>Average coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.16555</td>
<td>3.15678</td>
<td>3.15695</td>
<td>3.15686</td>
<td>3.14159</td>
</tr>
<tr>
<td>4</td>
<td>12.6601</td>
<td>12.6152</td>
<td>12.6163</td>
<td>12.6160</td>
<td>12.5664</td>
</tr>
<tr>
<td>5</td>
<td>15.7812</td>
<td>15.7351</td>
<td>15.7352</td>
<td>15.7347</td>
<td>15.7080</td>
</tr>
<tr>
<td>7</td>
<td>22.2211</td>
<td>22.1142</td>
<td>22.1176</td>
<td>22.1168</td>
<td>21.9911</td>
</tr>
<tr>
<td>8</td>
<td>25.0214</td>
<td>24.8849</td>
<td>24.8881</td>
<td>24.8868</td>
<td>25.1327</td>
</tr>
<tr>
<td>9</td>
<td>28.1124</td>
<td>27.9357</td>
<td>27.9379</td>
<td>27.9368</td>
<td>28.2743</td>
</tr>
<tr>
<td>10</td>
<td>31.4528</td>
<td>31.0315</td>
<td>31.0302</td>
<td>31.0296</td>
<td>31.4159</td>
</tr>
</tbody>
</table>

### Table 6b

<table>
<thead>
<tr>
<th>Eigenvalue $\mu_0$</th>
<th>$M = 20$</th>
<th>$M = 40$</th>
<th>$M = 60$</th>
<th>$M = 80$</th>
<th>Average coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.09140</td>
<td>2.99458</td>
<td>2.98961</td>
<td>2.98921</td>
<td>3.14159</td>
</tr>
<tr>
<td>2</td>
<td>5.81296</td>
<td>5.67551</td>
<td>5.65526</td>
<td>5.65416</td>
<td>6.28319</td>
</tr>
<tr>
<td>3</td>
<td>8.69607</td>
<td>8.50171</td>
<td>8.50780</td>
<td>8.51193</td>
<td>9.42478</td>
</tr>
<tr>
<td>4</td>
<td>12.2436</td>
<td>11.6288</td>
<td>11.6549</td>
<td>11.6589</td>
<td>12.5664</td>
</tr>
<tr>
<td>6</td>
<td>19.1082</td>
<td>18.4638</td>
<td>18.3620</td>
<td>18.3454</td>
<td>18.8496</td>
</tr>
<tr>
<td>7</td>
<td>22.9467</td>
<td>22.1142</td>
<td>22.1176</td>
<td>22.1168</td>
<td>21.9911</td>
</tr>
<tr>
<td>8</td>
<td>25.0214</td>
<td>24.8849</td>
<td>24.8881</td>
<td>24.8868</td>
<td>25.1327</td>
</tr>
<tr>
<td>9</td>
<td>28.1124</td>
<td>27.9357</td>
<td>27.9379</td>
<td>27.9368</td>
<td>28.2743</td>
</tr>
<tr>
<td>10</td>
<td>31.4528</td>
<td>31.0315</td>
<td>31.0302</td>
<td>31.0296</td>
<td>31.4159</td>
</tr>
</tbody>
</table>
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