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There is an intensive investigation reported in the literature regarding the development of robust methods to
improve the economical performance during the production management of petroleum fields. One paradigm that
emerged in the last decade and has been calling the attention of various research groups is known as closed-loop
reservoir management. The closed-loop entails the application of history matching and production optimization in
a near-continuous feedback process. This work presents a closed-loop workflow constructed with ensemble-based
methods. The proposed workflow consists of three components: history matching, model selection and production
optimization. For history matching, we use the method known as ensemble smoother with multiple data
assimilation. For model selection, we propose a procedure grounded on the calculation of distances defined in a
metric space and a minimization procedure to determine the optimal set of representative models. For production
optimization, we use the ensemble-based optimization method. We investigate the performance of each method
separately before testing the complete closed-loop in a benchmark problem based on Namorado field in Campos
Basis, Brazil. The results showed the effectiveness of the proposed methods to form a robust closed-loop workflow.

1. Introduction

Recent advances in geological modeling and reservoir simulation
have changed several aspects of the history-matching practice leading to
a dramatic increase in research and development in this area. The pur-
pose of history matching evolved from finding a single “best” set of model
parameters to finding multiple history-matched models that can be used
to quantify uncertainty in production forecast (Oliver and Chen, 2011).
Among the recent advances in history matching great focus has been
given to the ensemble Kalman filter (EnKF) (Evensen, 1994) and its
variants. See, for example, Aanonsen et al. (2009) and Oliver and Chen
(2011) for a review of applications of EnKF in the context of reservoir
history matching. EnKF is a Monte Carlo version of the Kalman filter
(Kalman, 1960) which uses a set of model realizations (ensemble) to
assimilate data sequentially in time. Another method based on the Kal-
man filter is the ensemble smother (ES), which was introduced by van
Leeuwen and Evensen (1996). The first application of ES for history
matching was presented by Skjervheim et al. (2011). ES is an alternative
for history matching that differs from EnKF by not assimilating data
sequentially in time. For ES, we have a single update with all available
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data. This fact makes ES significantly faster and easies to implement in
practical applications than EnKF. However, recent results reported in the
literature indicate that ES fails to obtain acceptable data matches (Chen
and Oliver, 2012; Emerick and Reynolds, 2013a,b). Inspired by the idea
of using “duplicated measurements” presented by Rommelse (2009),
Emerick and Reynolds (2013b) proposed the ensemble smoother with
multiple data assimilation (ES-MDA) aiming to improve the history-
matching results obtained by the ES. The basic idea behind ES-MDA is
to assimilate the same set of data multiple times, mimicking an iterative
process. Emerick and Reynolds (2013a) showed that for a simplistic, but
highly nonlinear history-matching problem, ES-MDA achieved the best
results in terms of both data matches and quantification of uncertainty
when compared to several other ensemble-based methods.

A clear advantage of the ensemble-based methods is the fact that they
generate a set of conditional realizations which can be used for uncer-
tainty quantification. However, in practical terms, it may not be feasible
to analyze, interpret and optimize a large number of realizations.
Therefore, for decision making, it is necessary to work with a small
representative subset of these models. Ideally, this subset of models
should be selected such that the same decision considering the whole
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ensemble is maintained when analyzed only the subset of models. The
problem of making this selection is usually referred to as “scenario
reduction” or “selection of representative models” in the literature. A
traditional strategy used in the industry is to rank models based in a
single decision variable. For example, select the models closest to pre-
defined percentiles (Ballin et al., 1992); say, P10, P50 and P90 of the
net present value (NPV). The major shortcoming of this strategy is the
limited predictive ability of models selected based on a single criterion
when the operational conditions change. In order to improve the repre-
sentativeness of the selected models, Schiozer et al. (2004) proposed a
qualitative procedure to use multiple decision variables in the selection
process. Scheidt and Caers (2009a,b) proposed a quantitative approach
based on calculating distances between all pairs of models which are
mapped to a low-dimensional space where a cluster analysis is applied.
Shirangi and Durlofsky (2016) also investigated the model selection
problem. They proposed a procedure which combines permeability-
based and flow-based quantities and clustering algorithms. Meira et al.
(2016) proposed an approach based on the minimization of a multi-
objective function considering cross-plots of the main output variables,
risk curves and attribute-levels of the problem. Another approach based
on optimization was proposed by Heitsch and Romisch (2003) where the
selection problem is formalized in terms of minimizing the weight of the
discarded models. This method was extended and applied to geostatistics
by Armstrong et al. (2013) and to energy planning by Oliveira
et al. (2010).

There is an increasing number of publications devoted to the devel-
opment and application of optimization methods to improve the
economical performance of oil and gas fields. Several numerical methods
are available to solve this maximization problem. One efficient alterna-
tive is the application of methods which use the gradient of the objective
function to guide the iterative process (Nocedal and Wright, 2006).
However, gradient-based methods are computationally efficient for
production optimization only when the adjoint method is implemented
in the reservoir simulator; see, e.g., (Sarma et al., 2008a; Jansen, 2011;
Chen et al., 2012). Unfortunately, this implementation is costly, it re-
quires a great knowledge of the numerical simulator code and it is usually
not available in commercial simulators. For this reason, there is an
intensive research activity to develop efficient approximate-gradient
methods for production optimization. It appears that the first work to
use approximate gradients in the context of production optimization was
presented by Lorentzen et al. (2006) who proposed an optimization
method based on EnKF. This idea was also supported by the work from
Reynolds et al. (2006), who showed that the EnKF update is similar to
one Gauss-Newton iteration. Later, Chen et al. (2009) made improve-
ments in this method and coined the name EnOpt (ensemble-based
optimization). Do and Reynolds (2013) showed that EnOpt can be
derived as a special case of a smoothed version of the simultaneous
perturbation stochastic approximation (SPSA) (Spall, 1992, 1998). In
fact, the same authors concluded that both algorithms resulted in similar
estimates of NPV for a small production optimization problem.

Production optimization methods rely on predictions from reservoir
simulation models to define operational strategies that maximizes pro-
duction and/or reduce costs. However, reservoir models are built based
on limited information, which makes their predictions uncertain.
Therefore, it is necessary to formally consider the uncertainty during
optimizations to manage risk. On the other hand, continuous measure-
ments of pressure and flow rate at wells obtained during the field oper-
ation can help to mitigate uncertainty through history matching. The
application of history matching and production optimization under un-
certainties in a near-continuous process throughout the productive life of
the field is known in the petroleum literature as closed-loop reservoir
management (CLRM) (Brouwer et al., 2004; Sarma et al., 2005; Wang
et al., 2009; Jansen et al., 2009).

In this work, we propose a closed-loop workflow and evaluate its
performance in a benchmark problem based on Namorado field in
Campos Basin, Brazil. The workflow is composed by three elements:
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history matching, model selection and production optimization. For
history matching, we use ES-MDA. For model selection, we propose a
procedure based on the work of Heitsch and Romisch (2003). For opti-
mization, we use EnOpt to maximize the expected field NPV. The
remaining of the paper is organized as follows: the next section in-
troduces the benchmark problem (UNISIM-I case). Then, we present the
results of ES-MDA for history matching. After that, we present the pro-
cedure for model selection followed by the results of EnOpt for produc-
tion optimization. Finally, we present the proposed CLRM workflow and
show the results for the UNISIM-I case. The last section of the paper
presents the conclusions.

2. UNISIM-I case

UNISIM-I is a benchmark problem introduced by (Avansi and
Schiozer, 2015) to evaluate different methodologies related to field
development and reservoir management. In the benchmark there is a
reference model, called UNISIM-I-R, which can be regarded as the “real
reservoir,” so that the performance of different methodologies can be
compared. The UNISIM-I-R is based on actual data from Namorado Field.
It was built with a high level of geological details. The model is dis-
cretized into a corner-point grid with 326 x 234 x 157 gridblocks with
dimensions 25 x 25 x 1 meters. The total number of active gridblocks is
on the order of 3.5 millions. A detailed description regarding the con-
struction of the UNISIM-I-R model can be found in (Avansi and
Schiozer, 2015).

The benchmark problem also includes a coarse-scale model called
UNISIM-I-D. This model was constructed with only a small subset of the
information used to build UNISIM-I-R (Avansi and Schiozer, 2015). The
UNISIM-I-D was created to represent a model of a field in an early stage of
development, when only four vertical production wells had been drilled.
The model was discretized into a corner-point grid with 81 x 58 x 20
gridblocks, with dimensions 100 x 100 x 8 meters and 37,000 active
gridblocks. A total of 500 realizations of the UNISIM-I-D model were built
based on the data from these four wells and a 3D seismic (Gaspar et al.,
2015). Fig. 1 shows the porosity distribution of the first layer of the
model UNISIM-I-R and the first layer of the first realization of UNISIM-I-
D. This figure illustrates the significant contrast of grid resolution be-
tween the two models. Note, for example, that the UNISIM-I-R has a
much higher contrast of porosity than UNSIM-I-D.

Originally, the UNISIM-I benchmark was designed as a field devel-
opment problem, i.e., the objective is to define the optimal well place-
ment strategy to exploit the field. An initial exploitation strategy with
four wells producing for a period of four years was available. The
objective of the benchmark is to define the production strategy from year
four to year 30. A detailed description of the benchmark can be found in
(Gaspar et al., 2015). Here, because our objective is to test a CLRM
workflow, we consider a slightly modified version of the benchmark. We
use a fixed well placement based on 25 wells (4 original vertical pro-
ducers, 10 horizontal producers and 11 injectors). This well configura-
tion is the same proposed by (Avansi and Schiozer, 2015). For each well,
we consider two independent inflow control valves (ICV). Fig. 2 shows
the position of the wells. Note that this figure shows the position of the
wells projected in the first layer of the model. The actual wells are
perforated in different layers of the model, typically water injectors are
perforated in bottom while oil producing wells are perforated in the top
of the reservoir.

Unlike the original benchmark problem, here we evaluate the per-
formance of the proposed CLRM workflow to maximize the field NPV
over a period of 30 years divided into six closed-loop cycles. Each cycle
comprises a production period, followed by a history matching and se-
lection of representative models for optimization. We write the NPV as

/ (m,u), which is a function of the vector of uncertain model parameters,

m, and the vector production controls (decision variables), u. The NPV is
computed as
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(a) UNISIM-I-R
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(b) UNISIM-I-D

Fig. 1. Porosity distribution of the first layer of UNISIM-I-R and one realization of UNISIM-I-D. The blank areas in the figures indicate regions with inactive gridblocks (i.e., no reservoir).
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Fig. 2. Depth of the top of the reservoir showing the position of the wells.
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where Q! (m, u) is oil production rate over a period At,, N; in the number
of time steps and y = 0.1 is the discount rate. Note that our NPV corre-
sponds to a simple discounted cumulative oil production. This is clearly a
simplification which is very usual in real-life reservoir management
problems where the focus is primarily in maximize oil production. Note
that the total water production and injection is constrained internally
using controls from the reservoir simulator. Therefore, maximization of
oil production will not generate a solution that requires water production
or injection beyond the specified production unity capacity.

3. History matching

In this section, we investigate the performance of ES-MDA for history
matching the UNISIM-I case. The observed data correspond to monthly
measurements of oil rate, water cut, gas-oil ratio and bottom-hole pres-
sure for the oil producing wells, and water rate and bottom-hole pressure
for the injection wells. In order to mimic real measurements, we added a
random Gaussian noise to the data predicted by UNISIM-I-R to obtain the
data used for history matching. The standard deviation used to compute
the noise of the observed data corresponds to 5% for oil rate, 5% for
water rate, 10% for gas rate and 3 kgf/cm? for bottom-hole pressure.

The parameters used for the history matching are the same described
in the original benchmark problem. We can divide these parameters in
two types: grid and scalar parameters. The grid parameters include
horizontal permeabilities (k; e k;), vertical permeability (kx), porosity

(¢) and net-to-gross ratio (ntg). The prior uncertainty in these parame-
ters is represented by 500 initial geological realizations. The scalar pa-
rameters include a vertical permeability multiplier (MULTK), a critical
water saturation (SWCR), a water relative permeability endpoint
(KRWMAX), rock compressibility (CPOR) and the depth of water-oil
contact of the East Block (WOC2), which is the block in the right side
of the fault shown in Fig. 2. The prior uncertainty in the scalar parameters

is represented by triangular distributions with minimum, maximum and

mode listed in Table 1. The rock compressibility is given in (kgf/cm2)™*

and depth of water-oil contact in meters. It is worth mentioning that in
the construction of the UNISIM-I-D model there was no upscaling of
relative-permeability curves. Instead, the authors of the benchmark fol-
lowed a more direct approach which consisted of introducing uncertainty
in the relative permeability directly in the course scale model. One
consequence of this approach is that the relative permeability curves that
best match data in the coarse scale may not be the same as the one in the
original fine grid.

ES-MDA requires to define the number of data assimilations in
advance. The results presented in (Emerick and Reynolds, 2013b,c;
Emerick, 2016; Maucec et al., 2016) indicate that few data assimilations
suffice for practical history-matching problems. Here, we use four data
assimilations which is our typical choice. In order to improve the quality
of the results, we apply localization of the Kalman gain (Emerick and
Reynolds, 2011b, a) to update the grid parameters. The correlation
length for localization was defined as a constant radius of 2000 m for all
data points. This choice is based on our previous experience with other
history matching problems. We did not investigate the effect of this
choice in the history-matching results. The correlation function used is
the well-known Gaspari-Cohn correlation (Gaspari and Cohn, 1999). The
ES-MDA updating equation at the kth data assimilation step can be
written in a compact form as

Table 1

Prior distribution for the scalar parameters.
Scalar parameters Minimum Mode Maximum
MULTK 0.0 1.5 3.0
SWCR 0.30 0.35 0.40
KRWMAX 0.15 0.35 0.55
CPOR 1.0 x 107° 53x10°° 9.6 x 105
WOC2 3024 3174 3324

Table 2

Mean squared error between simulated and observed data.

Minimum Average Maximum

Prior ensemble 12.2 145.5 5634.8
Posterior ensemble 5.7 6.2 9.2
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m/"' = m/ +Ro [Cfnd (Cha + akcd)’]] (dobs - g(m}) + ef) 2
for j=1,...,N,, with N, denoting the size of the ensemble. Here,
N, = 500. In the above equation, m is the vector of model parameters and
R is the correlation matrix used for localization of the Kalman gain,
which is accomplished with the Schur product denoted by “”. Cphq is the
covariance between model and predicted data and Cqyq is the covariance
matrix of predicted data. Both matrices are estimated based on the cur-
rent ensemble. Cq is the covariance matrix of the observed data mea-
surement errors, which in the ES-MDA method is “inflated” by a
multiplication with the coefficient @ > 0. The selection of « is somewhat

arbitrary as long as the following condition holds

N,

[ =

=1, ©))

]

k=1 “k

where N, is the number of data assimilations. Here, we use ay = N, = 4
for k=1,...,N,. In Eq. (2), dops is the vector containing the observed
data and g(m) is the corresponding vector of predicted data. ¢ is a
random vector obtained by sampling a normal distribution with zero
mean and covariance given by aCy, i.e., € ~.7°(0,aCq). Here, we con-
structed C4 assuming that all measurement errors are uncorrelated in
time and space, in which case we have a diagonal matrix with elements
corresponding to the variance of the measurement errors. Moreover we
assumed that there are no bias in the measurements. This last assumption
is very common even in real-life applications despite the fact that real
measurements are likely to contain some bias.

3.1. Data assimilation results

In order to investigate the performance of ES-MDA, we first consider
the history-matching results for a production period of 9 years. Later, we
compare the results for different data assimilation periods in terms of the
posterior distribution of predicted field NPV.

Table 2 shows the mean squared error (MSE) between the simulated
and measured data calculated for the 500 initial models (prior ensemble)
and the 500 final models (posterior ensemble). The MSE of the jth model
is computed as

2

dovs.i — i (m_]>
O; ’

where Nj is the number of data points, d,s; is the ith observed data point
and g;(my) is the corresponding predicted data. o; is the standard devia-
tion of the measurement error of the ith observed data point.

The results in Table 2 show that the posterior ensemble generated by
ES-MDA achieved far superior data matches than the prior ensemble. For
example, the average MSE was reduced by 24 times after data assimila-
tion. Fig. 3 shows the simulated data before and after history matching
compared with the observed data for one well of the field (PROD012).
The history-matching results obtained for well PROD012 are represen-
tative of what is observed for most of the wells in the field. The results
presented in Table 2 and Fig. 3 indicate that the data assimilation was
very successful, at least in terms of reproducing the observed production
data. These results demonstrate the robustness of the method ES-MDA,
since satisfactory data matches were obtained without the need to
define local or regional property multipliers which is still a quite common
history-matching practice in the industry.

Fig. 4 shows the average among all layers of the model for the natural
logarithm of horizontal permeability before and after data assimilation
for the first three realizations of UNISIM-I-D. For comparisons, we also
show the average log-permeability of UNISIM-I-R in this figure. We
observe that the posterior realizations present some characteristics of the
UNISIM-I-R model which are not present in the prior ones. On the other

1 Na

>

i=1

MSE, =
d

4
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hand, none of these realizations are able to reproduce the low perme-
ability observed in the Northwest part of UNISIM-I-R. This is explained
by the absence of wells in this region. In other words, there are no
observed data to collect information about this area. At the same time, we
can see that each final realization still retains some characteristics of the
corresponding priors. In fact, this is a desirable feature of the method as
one possible interpretation is that the method seeks for the minimum
changes in the initial model parameters necessary to adjust the observed
data (Oliver and Chen, 2011). Finally, it is important to note that the
UNISIM-I case does not seem to be a particularly challenging problem in
terms of geological complexity for history matching. The realizations of
petrophysical properties present a near Gaussian behavior, which may
explain the remarkable performance of the ES-MDA method in
this problem.

3.2. Comparison between different historical periods

In this section, we compare the performance of the posterior
ensemble obtained by ES-MDA in terms of the predicted NPV after 30
years of production considering six periods of historical data, denoted by
tl,...,t6. Fig. 5 shows the empirical cumulative distributions of NPV
obtained with the ensembles before and after history matching. For
comparisons, we also present the reference NPV obtained with UNISIM-I-
R. The results in this figure indicate a significant reduction in the pro-
duction forecast uncertainty after data assimilation. This is particularly
evident for the cases with longer periods of history. Moreover, according
to results of Fig. 5(a) and (b), the posterior ensembles obtained for the
historical periods t1 and t2 predicted systematically higher NPV values
than the prior ensemble. Furthermore, most of the posterior models also
predicted higher NPV values than the UNISIM-I-R case. This situation is
reverted for longer historical periods (¢3 to t6).

We believe this happens because the initial permeability realizations
of UNISIM-I-D are significantly smoother than the UNISIM-I-R model. In
practice, we observe that smooth permeability fields tend to predict
homogenous waterflooding resulting in late water breakthrough and,
consequently, overestimating oil production. Moreover, until t2 there
were not significant history of water production in the UNISIM-I-R.
Consequently, the observed data were not enough to introduce signifi-
cant heterogeneity in the permeability realizations of UNISIM-I-D. On the
other hand, at t3 water breakthrough was observed in several wells
bringing relevant information about the spatial distribution of trans-
missibility in the reservoir. As a result, the history matching was able to
generate models with better predictions.

4. Model selection

In this section, we present the selection of representative models
applied to UNISIM-I-D. We propose a procedure based on the works from
Heitsch and Romisch (2003) and Armstrong et al. (2013). The method
consists of constructing a metric space by defining “distances” between
models. Then, the optimal selection is obtained by solving the following
optimization problem

L=arg rnLin Z(L),

7(1) =Y pimindG.i), ©)

ieL

where L is a subset with the selected models, L is a subset with the non-
selected models, p; is the probability of the model i and d(j, i) represent
the distance between the jth and the ith models. #’(L) can be regarded as
the sum of the distances between the non-selected models and the closest
selected one. For the probability of each model, we consider p; = 1/N,,
i=1,...,N.. In this work, we use a genetic algorithm (GA) to solve this
optimization problem as proposed by Armstrong et al. (2014). Because
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Fig. 3. Production data for well PROD012. Red circles are the observed data, gray and blue lines are the predicted data from the prior and posterior ensembles, respectively. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

the objective function evaluation is almost inexpensive, we can afford to
use GA with a large population size. Here, we use a population of 1000
individuals over a period of 100 generations.

The probability associated to each selected model, g;, is calculated by
adding the probabilities p; of the non-selected models closer to it plus the
probability p; of that model, i.e.,

864

q;=p;j+ Zp,-, where L; =

i€l

{iei:jeargmind(j,i)}. 6)
jeL
Typically, model selection is based only on output variables of a

simulation, e.g., cumulative oil production or NPV. Here, in order to have
a robust selection, we propose to select models based on the history-
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Fig. 4. Average log-permeability (in In-mD) before and after data assimilation.

matching parameters (grid and scalar parameters) in addition to a set of
production and volume variables. We represent the grid parameters in
terms of their mean and standard deviation. Recall that the grid param-
eters include horizontal and vertical permeabilities, porosity and net-to-
gross ratio. The scalar parameters are also the same used in the history
matching (vertical permeability multiplier, critical water saturation,

865

water relative permeability endpoint, rock compressibility and depth of
water-oil contact of the East block). The volume variable is the original
oil in place (OOIP), and the production variables include, cumulative oil
production (Np), cumulative water production (Wp), oil recovery factor
(RF) and NPV. Here, we refer to all model parameters and output vari-
ables simple as “selection variables.”
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The distance between two models is computed as

Ny

> fo(mx —za)]s @

k=1

where N is the number of selection variables; here, Ny = 20. w is the
weight attributed to each selection variable and z is a standardized value
for the selection variable computed by subtracting the mean and dividing
by the standard deviation. For the UNISIM-I case, we have 15 selection
variables corresponding to history-matching parameters, one selection
variable corresponding to a volume parameter and four selection
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variables corresponding to output from the flow simulator. Therefore, we
selected the weights such that the sum of the weights for the history-
matching parameters and the volume parameter is the same as the sum
for the output variables. Moreover, among the output variables, we
attributed a higher weight to the NPV since it is the objective function of
the production optimization. Table 3 lists all selection variables with
their respective (unnormalized) weights.

During the closed-loop workflow it is necessary to apply the model
selection before each optimization cycle. Here, we show the results of the
model selection after the first cycle, t1. This cycle corresponds to a five-
years production period. We selected five representative models among
the 500 posterior realizations. Table 4 shows the selected models with
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Fig. 5. Cumulative distributions of the predicted NPV from the prior (in blue) and the posterior (in red) ensembles for each historical period. The vertical black line represent the NPV of
UNISIM-I-R. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Table 3
Selection variables and respective weights.

Grid parameters Scalar parameters Production
and volume
variables

k1 mean 1 Ky st 1 MULTK 1 0OIP 1

K7 mean 1 Ky std 1 SWCR 1 Np 3

kz mean 1 kz st 1 KRWMAX 1 Wp 3

PDmean 1 Psta 1 CPOR 1 RF 3

NtEmean 1 ntgq 1 WOC2 1 VPL 7

Table 4
Selected models and respective probabilities.
Selected models Probability
142 19.6%
220 23.0%
225 22.8%
338 16.0%
475 18.6%
10
&
5
0 5
-5
-10

-20 -10 0 10 20

Fig. 6. Result of the MDS applied to the 500 realizations of UNISIM-I-D after history
matching (t1). The squares in red represent the selected models. The different colors
correspond to the clusters of models. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

their corresponding final probabilities.

In order to evaluate the performance of the model selection proced-
ure, we applied multidimensional scaling (MDS) (Borg and Groenen,
2005) using the same metric used for model selection. MDS has been
used in the context of history matching and models selection for various
authors; see, e.g., (Scheidt and Caers, 2009b, a; Hajizadeh et al., 2012).
Fig. 6 shows the result of the MDS highlighting the five selected models.
The distances between points on the MDS plot can be interpreted as a
measure of dissimilarity. Points close in the plot are assumed to corre-
spond to models with similar behaviour. This figure shows that the
selected models are well distributed over the set of 500 realizations. In
this figure, we also show in different colors the clusters of models cor-
responding to each selected model. Another way to visualize how
representative are the selected models is by cross-plotting selection
variables (two variables per plot). Fig. 7 presents some of these cross-
plots showing that the selection procedure resulted in models distrib-
uted throughout the entire spread of the variables.

5. Production optimization

The production optimization problem of interest in this paper can be
stated as

max 7 (u)
u

®
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s.t. U <u<u”,

where #(u) is the production objective function and u is the vector of
control variables. Here, the control variables correspond to ICV settings
for all wells at a discrete set of time steps uniformly spaced throughout
the entire production period. u'®" and u'? are the lower and upper bound
constraints, respectively. We solve this problem with the EnOpt method
with the implementation developed by (Oliveira, 2014). EnOpt is based
on sampling a set of “perturbed controls” around the current set of
controls to define a search direction. EnOpt uses the following iterative
update scheme
uk+l — uk +ﬂ]{5uk7 (9)
where k is the iteration index, f is the step size and éu® is the search
direction, which is calculated as

C.C,

sut =
TR

10)

‘iHoo

In the above equation, C, is the covariance matrix of the control
variables. Here, we assume that controls are correlated over a period of
five years (five control steps). The entries of C, are computed using a
spherical covariance function with unity variance, i.e.,

. 3
1 i~
2

7 if li—jl<T

Cu, = cov[u, u)] = an

0 if li—jl>T
where i and j denote the ith and jth control steps and T is the correlation
length (given in terms of the number of control steps). In addition, the
controls are assumed to be correlated only over time, i.e., there is no prior
correlation between controls at different locations (different ICVs). Cy
works as an regularization matrix applied to the search direction
enforcing the optimization to generate smooth control changes; see, e.g.,
(Oliveira et al., 2015) for a more detailed discussion about the effect
of Cy.

In Eq. (10), Cﬁ_,i represents a cross-covariance between controls and
the objective function, which is computed as

N,

1 -

N Z(“j—

Poj=1

ci, = o) (7(8) - 7)), a2

where N, =10 is the number of perturbed controls, u;, which are
computed by sampling a multivariate Gaussian distribution with mean
given by the current set of controls, uX, and covariance C,, i.e.,
@ ~ ./ (uk, Cy). Note that because F(+) is a scalar function of u, Eq. (12)
results in a column vector with the same dimension of u. Here, we
intentionally write Z(-) as a function only of the controls, u, to empha-
size that the vector of model parameters, m, is fixed during the EnOpt
iterative process. This is different from the approaches used in (Chen
et al.,, 2009; Fonseca et al., 2017) where both model parameters and
controls are sampled in order to estimate the search direction for robust
optimization.

Eq. (9) requires the computation of a step size for each iteration of
EnOpt. Typically, the step size is computed by solving a line search
problem. Here, because we execute simulations on a cluster of com-
puters, we simply compute 7 (u* 4 g,.6u*) for ten discrete values of f
and choose the highest one. Similar to Zhao et al. (2013), we use three
termination criteria for the optimization:

1. If the highest objective function found in the line search is not higher
than the current optimal control, i.e., #(u*!) < 7 (u¥), we generate
a new set of perturbed controls for use in Eq. (12) and perform a new
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Fig. 7. Cross-plot of selection variables. The squares in red represent the selected models while the points in blue represent the entire ensemble. (For interpretation of the references to

colour in this figure legend, the reader is referred to the web version of this article.)

line search. If after three successive line searches a new set of controls
that improves the objective function is not found, then the algorithm
is terminated.

2. If the relative increase in the objective function is less than 10~%,

|F (W) — 7

(u")] 4
<1
7 (u¥) <107,

(13)

and the #2— norm of the relative change in the vector of control variables
is less than 103,

K+l _ gqk
Hu ku ”2 S 10737 (14)
max{||u Il 1}

then the algorithm is terminated.

3. If the number of objective function evaluations is higher than 2,000,
then the algorithm is terminated.

Our experience with EnOpt and other gradient-free optimization
techniques is that the performance may be very dependent on the choice
of internal parameters of the method. Our setup of EnOpt is based on our
previous experience with this method in other optimization problems.
Because of the stochastic formulation, the optimization results are also
dependent of the random seed used to initiate the algorithm. Neverthe-
less, we did not perform additional experimentations to tune EnOpt
specifically for the UNISIM-I case.

Before we introduce the final CLRM workflow, we first investigate the
performance of EnOpt to maximize the field NPV in the UNISIM-I prob-
lem (open-loop optimizations). We conducted this investigation consid-
ering the posterior ensemble after history matching a five-years
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production period (i.e., end of cycle t1). The control variables for opti-
mization correspond to two ICVs per well for all 25 wells in the field.
Here, the time interval of control changes is one year and the total pro-
duction period where we control the ICVs is 23 years. Therefore, this
problem corresponds to a total of 1150 variables. The ICVs are modeled
as multipliers varying between 0 and 1 applied to the well index. During
optimizations, we ensure that the multipliers are in the expected range
[0,1] using the following logit transform

;=1 ‘ ’
y n(l_Xi)

where x; is the ith well index multiplier and u; is the corresponding
transformed variable that can vary from —oo to +oc0. With this trans-
formation of variables, we convert the original constrained problem of
Eq. (8) to an unconstrained problem. The starting point of all optimiza-
tionsisy; = 0, i.e., x; = 0.5, since near the bounds, u;—+o0, the objective
function becomes extremely insensitive to changes in v;.

A typical approach for optimization considering uncertainty is to
define the objective function as the expected NPV (ENPV) computed
over a set of realizations. Here, we compute ENPV based on the five
selected models with their respective final probabilities as described in
the previous section. Hence, we define our production objective func-
tion as

(15)

5
Z(W)=ENPV = > "¢,/ (m;,u). (16)
j=1

For comparisons, we also conducted optimizations for each of the five
selected models and one optimization for the average model, i.e., we also
consider the following objective functions
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Table 5

NPV (in millions) of different production strategies applied to the five selected models.
Production strategy Model

142 220 225 338 475

base 19.05 18.07 19.83 20.17 20.95
opt142 21.45 17.95 20.41 21.05 19.94
opt220 19.91 19.53 20.38 21.10 21.82
opt225 20.16 18.88 21.26 21.27 21.62
opt338 19.87 18.10 20.10 21.90 21.22
opt475 19.79 18.57 20.18 21.02 22.62
optmean 20.06 19.11 20.24 20.83 21.92
opt5scn 21.31 19.13 21.01 21.84 22.27

F;(w)=7 (m,u), forj=1,..,5 a7

and

Fae(W)=/ (M, 1), (18)

where m corresponds to the model with the average parameters
computed over the 500 realizations.

We evaluate the effectiveness of EnOpt to optimize the UNISIM-I
problem by applying the production strategy found in each case to
the five representative models. Table 5 shows the NPV of these stra-
tegies. The labels opt142, opt220, opt225, opt338, opt475 stand for
the production strategies optimized for models 142, 220, 225, 338 and
475, respectively. The label optmean represents the production strat-
egy optimized for the average model and the label opt5scn represents
the production strategy optimized using the ENPV. In addition to the
optimized production strategies, we also include in Table 5 the
results of a base (unoptimized) production strategy. This strategy
corresponds to all ICVs fully opened. All strategies include a reactive
control that closes the production wells when they reach a water cut
of 95%.

The results of Table 5 show that the best NPV obtained for each model
corresponds to the result of the production strategy obtained by opti-
mizing the same model. For example, the production strategy with
highest NPV for model 142 is opt142. This result seems obvious but we
believe this is an empirical evidence that our setup of EnOpt was effective
for optimizing this problem. By contrast, we could image a situation
where the optimization of a model resulted in a lower NPV than the NPV
obtained by applying the production strategy obtained with another
model. In this anomalous case, we would conclude that optimizations
were not converging properly or were trapped in local maxima. Perhaps a
more important result reported in Table 5 is the fact that the production
strategy obtained by optimizing the ENPV (opt5snc) is the second highest
NPV for all five models. This result is an indication the opt5snc is a robust
strategy for the UNISIM-I case.

Table 6 presents the predicted average NPV computed over each line
of Table 5 for each production strategy. The results in this table show that
the production strategy opt5scn resulted in the highest value indicating
the effectiveness of this approach. This conclusion is in line with the

Table 6

Predicted and actual NPV (in millions).
Production strategy Predicted NPV (ENPV) Actual NPV Disappointment
base 19.54 16.30 3.2
optl42 20.06 17.87 2.2
opt220 20.47 17.56 2.9
opt225 20.57 17.47 3.1
opt338 20.09 17.45 2.6
opt475 20.32 17.22 3.1
optmean 20.35 17.73 2.6
opt5scn 21.00 18.91 2.1
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results presented by van Essen et al. (2009). Table 6 also presents the
actual NPV obtained by applying each production strategy to the model
UNISIM-I-R. Again, opt5snc was the best production strategy. The last
column of Table 6 presents the difference between the predicted and
actual NPV. We refer to this difference as “disappointment.” First, we
note that all cases resulted in positive values for the disappointment, i.e.,
the predicted NPVs are higher than the actual ones. This fact can be
partially explained by the fact that the posterior realizations at t1 seem
optimistic compared to UNISIM-I-R as shown in Fig. 5(a). Nevertheless,
the production strategy opt5scn is the one with lowest disappointment.
Second, it is interesting to note that a positive disappointment could be
expected even if the we had an unbiased ensemble at t1. This phenomena
is reported in the literature as “optimizer's curse” or “inevitable disap-
pointment” (Smith and Winkler, 2006; Chen and Dyer, 2009). To the best
of our knowledge, the optimizer's curse was discovered by Smith and
Winkler (2006) who proved that if we select alternatives using optimi-
zation based on imperfect models, we should expect to be disappointed
on average, not because of any inherent bias in the estimates themselves,
but because of the selection process. The results in (Smith and Winkler,
2006) also show that this effect is minimized as we improve the quality of
our model, i.e., reduce prediction errors.

Fig. 8 shows the control variables resulted from the optimizations
for two selected wells. The plots in this figure are presented in terms of
the ICV aperture, where zero means an ICV fully closed and one means
fully opened. The results of Fig. 8 illustrate the smoothing effect
introduced by the covariance C,. Moreover, we note that each opti-
mization resulted in significantly different production strategies,
evidencing that the optimal controls are highly dependent on the model
parameters. Hence, it is crucial to account for uncertainty when
computing optimized controls.

6. Closed-loop reservoir management

In this section, we describe our closed-loop workflow based on the
methods discussed in the previous sections and present the results for the
UNISIM-I case. The workflow follows the well-known closed-loop flow-
chart introduced by Jansen et al. (2009), which is reproduced with some
adaptations in Fig. 9. The part highlighted in the figure represents the
real physical system (reservoir, wells and production facilities), here,
represented by UNISIM-I-R. In the present study, the input of the system
are the ICV settings for the producers and water injection wells and the
output are measurements of bottom-hole pressure and phase rates. All
measurements are corrupted with noise. One difference between Fig. 9
and the original flowchart presented by Jansen et al. (2009) is that in
Fig. 9, we did not include a noise in the system input. This is because here
we are able to apply the exact same optimized control in the “real sys-
tem,” i.e., UNISIM-I-R. However, in reality it may not be possible to
impose the exact same controls used in the models in the actual pro-
duction facilities. This is why the flowchart of (Jansen et al., 2009) in-
cludes a “noise” in the system input.

The central part of Fig. 9 present the models used to predict and
define controls for the system. Here, these models correspond to the 500
realizations of UNISIM-I-D. These models are updated by history
matching (red-loop in Fig. 9). After history matching, there is a model
selection step (in green in Fig. 9). This step is not presented in the original
flowchart proposed by (Jansen et al., 2009). The selected models are used
in the production optimization loop (blue-loop in the figure) aiming to
maximize the life-time field NPV.

In the present study, the total production period is 30 years. This
period was divided into six closed-loop cycles, denoted by t1 to t6. The
first cycle is after five years of production with only the original four
wells of the benchmark problem. The operation of the ICVs in all 25 wells
start at t2. The cycles t2, t3, t4, t5 and t6 are after 7, 9, 13, 17 and 23
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Fig. 8. Control variables of two wells (PROD012 and INJ019) for different production strategies. Each column corresponds to one ICV and each row to one production strategy. In each
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Fig. 9. Closed-loop reservoir management flowchart. Adapted from (Jansen et al., 2009, Fig. 1).

years of production, respectively. Even though we have only six closed-
loop cycles, the ICVs settings are allowed to change once a year.

Fig. 10 presents the boxplots of predicted NPV for each cycle. These
boxplots were computed applying the production strategy obtained by
the optimization of the ENPV based on five representative models. We
also include the actual NPV obtained by applying the optimum produc-
tion strategy to the UNISIM-I-R. Fig. 10 shows that the largest improve-
ments in NPV occurs for the early cycles. This is expected because the
NPV was calculated based on the time t0. Therefore, the contributions of
late cycles are attenuated by the effect of the discount rate. The results in
Fig. 10 also show an improvement of the predictive ability of the models
as the closed-loop cycles are applied. For example, initially there is a
large uncertainty range in the predicted NPV and also a large difference
between predicted ENPV and actual NPV (disappointment). On the other
hand, for the last cycle, we have a significantly smaller uncertainty range
in the predicted NPV. Perhaps more importantly, the disappointment was
practically removed. It is interesting to note that a large reduction in the
disappointment occurred at t3. Before that, at t2 the actual NPV was even
outside of the predicted uncertainty range. This problem is essentially the
same discussed after Fig. 5 where the ensemble of models resulted in
biased predictions compared to UNISIM-I-R. Fig. 11 shows the evolution

le7
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NPV

1.8

1.6

1.4
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Fig. 10. Box-plots of predicted NPV for each closed-loop cycle computed over the 500
model realizations of UNISIM-I-D. The red circles represent the actual NPV obtained with
UNISIM-I-R. (For interpretation of the references to colour in this figure legend, the reader

is referred to the web version of this article.)
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of the permeability distribution for one realization of UNISIM-I-D
throughout the CLRM cycles. These results show that the changes in
this model realization appear to be in the direction of reproducing the
main features of the UNISIM-I-R model.

Fig. 12 shows a comparison between the open-loop optimization
strategies described in previous section and the CLRM production strat-
egy applied to UNISIM-I-R. The results in this figure show that the CLRM
obtained the best NPV with approximately 18.3% gain compared to the
base strategy. As a final comparison, we also computed the optimum
production strategy by running an open-loop optimization with EnOpt
applied directly to UNISIM-I-R. This strategy is labeled as optreal in
Fig. 12. Because of the large size of this model, this optimization required
almost two months of computation in a cluster. The NPV value found in
this optimization can be interpreted as the maximum achievable value
with our optimization setup. The difference between this value and the
value obtained by the CLRM strategy was only 1%, showing the consis-
tency of the proposed CLRM workflow. A somewhat surprising result is
that the production strategy opt5scn also achieved reasonable NPV
values, 1.9% less than the CLRM strategy and 2.9% less that optreal.
Recall that the strategy opt5scn was obtained with the models at the cycle
tl. These models presented a large uncertainty range and a tendency to
overestimate production (large disappointment). Although we cannot
generalize conclusions based on a single experiment, this result may be
seen as an empirical evidence that model-based production optimization
strategies can bring value to the field even in the early stages of pro-
duction where the uncertainties are large. In our results, the biggest
difference between CLRM and opt5scn is the reduction of the disap-
pointment due to the improvement of the quality of the model pre-
dictions because of the history matching.

The results obtained in this paper agree with the results published by
other researchers. For example, several authors (Brouwer et al., 2004;
Sarma et al., 2008b; Jansen et al., 2009; Chen et al., 2010; Chen and
Oliver, 2010) showed that CLRM resulted in significant increase in NPV
compared to reactive control strategies. Chen and Oliver (2010) also
concluded that the combination of ensemble-based data assimilation and
optimization performed very well resulting in a disappointment of only
1% when simulating the optimized controls in the reference model with
known geology. Other authors (Brouwer et al., 2004; Sarma et al., 2005,
2008b; Jansen et al., 2009) also concluded that CLRM resulted in a final
NPV close to the one obtained in a open-loop optimization with the
reference model.
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(a) t0 (prior) (b) t1 (5 years)

(c) t2 (7 years) (d) t3 (9 years)

(e) t4 (13 years) (F) 5 (17 years)

(g) 16 (23 years) (h) UNISIM-I-R

Fig. 11. Average log-permeability (in In-mD) distribution of the first realization of UNISIM-I-D after each closed-loop cycle.

7. Conclusion with EnOpt. We tested the proposed workflow in the UNISIM-I bench-
mark problem. We demonstrated the performance of each method

In this work, we proposed a closed-loop workflow combining the separately before showing the results combined in a closed-loop. The
method ES-MDA for history matching, followed by a selection procedure results showed consistent improvements in the predictive ability of the
to choose a subset of representative models for production optimization models during the closed-loop cycles. The final NPV attained by the
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Fig. 12. NPV of different production strategies applied to UNISIM-I-R.

closed-loop was superior to the NPV obtained with open-loop optimiza-
tions and only 1% bellow the NPV obtained by optimization of the
reference reservoir model.
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