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a b s t r a c t 

A comprehensive optimization procedure for the design of heat sinks used to harvest low-grade waste 

heat for secondary processes is proposed. A designed porous medium approach is used, providing mod- 

elling versatility and allowing for the treatment of several internal geometries within the same frame- 

work. Two applications, taken from the cooling of high concentration photovoltaic cells and membrane 

distillation, are used to illustrate the proposed procedure. Three internal heat sink geometries, namely 

plate fins, pin fins, and metal foams, are analyzed, and the selection as to which one is the more ad- 

vantageous is shown to be dependent on size and operational conditions. Possible pitfalls of a traditional 

design procedure are pointed out, for heat transfer capability, under high heat load condition, should 

be emphasized over fluid friction avoidance. The entropy generation rate is then shown to be a reliable 

metric when designing for low-grade waste heat recovery, automatically focusing on either viscous dis- 

sipation or thermal resistance minimization without introducing any artificial figure of merit for that 

purpose. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

Recovery of high-grade waste heat is routinely done in the in- 

ustry, allowing for a large amount of economic value to be fur- 

her extracted from the same amount of burnt fuel. On the other 

and, low-grade waste heat is often discarded [1] , for it would re- 

uire expensive equipment to effectively cope with the small tem- 

erature differences involved, while generating a relatively small 

mount of useful work, insufficient to justify the investment. How- 

ver, the challenges posed by climate change altered this sce- 

ario and several technologies have been proposed in the last two 

ecades to reuse low-grade waste heat, often in conjunction with 

enewable energy sources, in secondary processes [ 2 , 3 ]. Amongst 

hese processes one may cite organic Rankine cycles [4] , water de- 

alination using membrane distillation [5] , thermoelectric genera- 

ion [6] , etc. 
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Given a certain choice of processes, harnessing low-grade waste 

eat and the associated low exergy content may benefit that the 

quipment employed in its recovery destroy the least possible 

mount of the already depleted available work. Therefore, for this 

ind of application, the use of the Entropy Generation Minimiza- 

ion (EGM) method [7] in the design of each component involved is 

eneficial. EGM is based on introducing the inexorable irreversibil- 

ty of fluid flow and heat transfer processes into relations from 

hermodynamics to find the best possible design given a set of 

onstraints, like size [7] . 

One component commonly used in low-grade waste heat har- 

esting is the heat sink. For instance, in high concentration pho- 

ovoltaic (HCPV) cells, the potential for reuse of the waste heat 

elivered to the coolant via a heat sink attached to the back of 

ach cell was demonstrated to be significant [3] ; a similar applica- 

ion can be found in electronic cooling [2] . Due to the large heat 

oads involved in both these applications, most of the related re- 

earch focused on minimizing the thermal resistance of the heat 

inks [8-10] . Nonetheless, minimization of entropy generation has 

lso been addressed for plate-fins- [ 11 , 12 ], pin-fins- [ 13 , 14 ], and

https://doi.org/10.1016/j.ijheatmasstransfer.2021.121850
http://www.ScienceDirect.com
http://www.elsevier.com/locate/hmt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheatmasstransfer.2021.121850&domain=pdf
mailto:kmlisboa@id.uff.br
https://doi.org/10.1016/j.ijheatmasstransfer.2021.121850
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Nomenclature 

a f s Specific surface area 

b Width of the channel 

c F Inertial coefficient 

c p Specific heat at constant pressure of the fluid 

d Height of the porous medium channel 

d c Pin diameter 

d f ib Fiber diameter 

d p Pore diameter 

D h Hydraulic diameter 

h f s Interstitial heat transfer coefficient 

k Thermal conductivity 

k d Apparent thermal conductivity due to thermal dis- 

persion 

k f e,x Effective thermal conductivity of the fluid phase in 

the x-direction 

k f e,y Effective thermal conductivity of the fluid phase in 

the y-direction 

k se,x Effective thermal conductivity of the solid phase in 

the x-direction 

k se,y Effective thermal conductivity of the solid phase in 

the y-direction 

K Permeability of the porous medium 

L Length of the heat sink 

L Lagrangian 

M Number of constraints 

N Truncation order of eigenfunction expansion 

Nu Local Nusselt number 

N u f s Interstitial Nusselt number 

p Intrinsic average pressure 

P r Prandtl number 

q w 

Heat flux at the bottom wall 

Q Volumetric flow rate 

R e d c Reynolds number based on the fin diameter 

R th Thermal resistance 
˙ S ′′ ger,a v Average entropy generation rate per unit of plan- 

form area 
˙ S ′′′ ger Local entropy generation rate 

˙ S ′′′ 
ger,T 

Local entropy generation rate associated with heat 

transfer 
˙ S ′′′ ger,u Local entropy generation rate associated with fluid 

flow 

T Temperature field 

T c Characteristic temperature 

T in Temperature at the inlet 

T m 

Mean fluid temperature 

u Seepage velocity vector in the porous medium 

u max Maximum interstitial velocity 

w Width of the porous medium filled channel 
˙ W p Pumping power 

x Longitudinal spatial coordinate 

y Transversal spatial coordinate 

Greek Symbols 

α Aspect ratio of the channel 

ε Porosity of the porous medium 

θ Temperature under thermally developed flow condi- 

tions 

μ Dynamic viscosity of the fluid 

ρ Fluid density 

� Viscous dissipation 

χ Vector of design parameters 

ψ Eigenfunctions for the temperature field 
t

2 
Superscripts and subscripts 

− Transformed quantity 

∼ Normalized quantity 

i , j Indices for the eigenfunction ψ
f Refers to the fluid phase 

s Refers to the solid phase 

etal-foams-based heat sinks [ 15 , 16 ]. Yet, no comprehensive de- 

ign procedure capable of dealing with any internal morphology of 

he heat sink, including direct comparison of different configura- 

ions, was made available in those works. Moreover, an application 

f the EGM in heat pipes for waste heat recovery from air condi- 

ioning units was recently reported [17] . 

Heat sinks often require several fins or complex structures to be 

mployed, hindering direct simulation due to the associated ele- 

ated computational cost. Additionally, the intensification of trans- 

ort processes associated with small length scales frequently leads 

o optimized internal features that are much smaller than the char- 

cteristic size of the heat sink itself. These facts open the oppor- 

unity to treat the heat sink as a designed porous medium [18] . 

n this context, a common procedure has been to treat these de- 

ices as a channel filled with fluid saturated porous medium and 

ntroduce information about the internal structure through effec- 

ive porous media properties, such as permeability, inertial coeffi- 

ient, and effective thermal conductivity [ 9 , 10 , 19 ]. The advantages

f adopting the designed porous medium concept of heat sinks 

ake it ideal for computationally intensive tasks and allows for the 

reatment of different internal morphologies of heat sinks with the 

ame modeling structure. 

In theoretical analyses of heat transfer in porous media, the lo- 

al thermal equilibrium (LTE) hypothesis is usually adopted [ 20 , 21 ]. 

his formulation neglects the difference between the local solid 

nd fluid temperatures, allowing for the merging of all heat trans- 

er information into a single partial differential transport equa- 

ion. However, several applications may induce significant devia- 

ions from the LTE hypothesis, most notably for large thermal con- 

uctivity differences [21-23] , which is typically the case for heat 

inks. For these cases, local thermal non-equilibrium (LTNE) for- 

ulations, consisting of a two-equation heat transfer model, must 

e employed, adding difficulty to the analysis. 

The thermodynamic optimization using EGM can become more 

nformative, in some cases even yielding explicit relations for the 

ptimized parameters and objective function, if analytical solutions 

re available for the proposed model of the physical situation un- 

er analysis [7] . However, analytical solutions to fluid flow and 

eat transfer problems are usually restricted to simple linear prob- 

ems in regular geometries; for more involved problems, numeri- 

al methods are usually required. Aiming at bridging the gap be- 

ween analytical and numerical approaches, the Generalized Inte- 

ral Transform Technique (GITT) was developed [24] . The GITT en- 

bled the extension of the Classical Integral Transform Technique 

CITT) to nonlinear problems, irregular geometries, the boundary 

ayer and the Navier-Stokes equations, among others [25] . Further- 

ore, this hybrid numerical-analytical approach was extended to 

andle different classes of flow and transport problems involving 

omains totally filled with fluid saturated porous media [26] and, 

fterwards, also partially filled porous media [27] . In such devel- 

pments, the local thermal equilibrium (LTE) hypothesis was em- 

loyed in writing the governing equations, but LTNE formulations 

ere more recently considered and solved by GITT [28] . The latter 

roposed a method to deal with LTNE formulations using a sin- 

le eigenvalue problem, which proved quite effective, enabling the 

olution of the two-equation model for roughly the same compu- 

ational cost when the LTE hypothesis is adopted [28] . 
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Fig. 1. Porous medium model for three different internal morphologies. A Cartesian coordinate system, main dimensions, the inlet velocity distribution, constant heat flux 

at the bottom, and insulation at the top are indicated. Top views of the different morphologies: (A) Plate fins; (B) Pin fins; (C) Metal foams. 
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In this work, a thermodynamic optimization procedure is pro- 

osed to obtain ideal internal arrangements for heat sinks respon- 

ible for harvesting low-grade waste heat and delivering it to a sec- 

ndary process. Two different fin configurations, namely plate fins 

nd pin fins, and metal foams are analyzed and critically compared 

sing the entropy generation rate as the main metric. For this pur- 

ose, the heat sink is modeled as a fluid saturated porous medium 

nder the LTNE formulation, allowing for the different morpholo- 

ies to be treated under the same framework. The resulting set of 

artial differential equations is then solved through the GITT. Af- 

er validation of the model and computational code developed, a 

eroth order approximate solution stemming from the eigenfunc- 

ion expansion of the GITT is used in the constrained optimiza- 

ion procedure. Finally, assessment of two possible applications of 

eat sinks in the recovery of low-grade waste heat and compar- 

sons with a traditional sizing procedure are offered. 

. Model and methods 

.1. Porous medium model 

Adopting the designed porous medium approach [ 9 , 10 , 18 ], the

olid and liquid phases inside the heat sink are treated as a fluid- 

aturated porous medium channel, as illustrated in Fig. 1 . The 

roperties of the porous medium are dependent on the particular 

nternal morphology of the heat sink. In this work, three different 

onfigurations shall be analyzed, namely plate fins, pin fins, and 

etal foams, as indicated in Fig. 1 . The Cartesian coordinate sys- 

em and main dimensional parameters are also depicted to ease 

he understanding of the model. 

.1.1. Fluid flow model 

The fluid flow model adopted stems from fully saturated porous 

edium flow theory. More specifically, the Darcy model with 

upuit-Forchheimer form drag term is proposed to model the fluid 

ow through the porous medium channel of Fig. 1 . A macroscopic 

iscous term, coined as the Brinkman correction, is frequently 

dopted in analyses of the fluid flow in porous media. However, 

his term was shown to be usually small and its use is poorly jus- 

ified for most applications [ 29 , 30 ]. Furthermore, the flow is as-
3 
umed to be incompressible and fully developed. In sum, we then 

ave, 

dp 

dx 
= 

μ

K 

u + 

ρ

K 

1 / 2 
c F u 

2 (1) 

here x is the longitudinal coordinate, u is the seepage velocity 

ector in the porous medium channel, p is the intrinsic pressure, 

is the permeability of the porous medium in the x -direction, c F is 

he inertial coefficient, ρ is the fluid density, and μ is the dynamic 

iscosity of the fluid. 

As illustrated in Fig. 1 , the velocity profile associated with the 

ully developed flow will be uniform in the y-direction. Therefore, 

he seepage velocity can be related to the incident flow rate in the 

ollowing way: 

 = 

Q 

wd 
(2) 

here Q is the volumetric flow rate, and d and w are the height 

nd width of the porous medium channel, respectively. Eqs. (1) and 

2) together with the knowledge that the pressure gradient is con- 

tant along x, can be employed to determine the pressure drop 

long the length of the heat sink, as shown below: 

p = 

μ

K 

Q 

wd 
L + 

ρ

K 

1 / 2 
c F 

(
Q 

wd 

)2 

L (3) 

here �p is the pressure drop between the inlet and the outlet of 

he heat sink, and L is the length of the heat sink. 

The pumping power needed to drive the coolant through the 

eat sink can then be determined by the multiplication of the 

ressure drop by the flow rate, as follows: 

˙ 
 p = Q �p = 

μ

K 

Q 

2 

wd 
L + 

ρ

K 

1 / 2 
c F 

Q 

3 

w 

2 d 2 
L (4) 

here ˙ W p is the pumping power. 

.1.2. Heat transfer model 

Heat sinks usually present a large difference between solid and 

uid thermal conductivities, which is one of the main criteria for 

he existence of a significant deviation from the LTE hypothesis 

21-23] , thereby requiring LTNE formulations. The thermophysical 

roperties are assumed to be constant and the porous medium 



K.M. Lisboa, J.L.Z. Zotin, C.P. Naveira-Cotta et al. International Journal of Heat and Mass Transfer 181 (2021) 121850 

i

w

c

c

c

[

t

k

ρ

w

�

w

s

p

f

k

y

p

i

a

e

t

t

 

s

t

d  

p

a  

c

t  

F

a

q

t

t

p

c

d

b

T

T

w

u

c

i

T

w

t

N

w

t

R

w

t

o

2

m

2

s

e

r

t

2

i

t

w

g

f

c

K

c

w

t

α
p  

t

a

t

k

k

w

m

fl

y

n

a

t

h

w

d

s considered to be orthotropic, with its principal axes coinciding 

ith the Cartesian coordinate system axes in Fig. 1 . The porous 

hannel is assumed to be wide enough so the heat transfer can be 

onsidered to be two-dimensional in the x-y plane of Fig. 1 . Vis- 

ous dissipation is also taken into account in the form proposed by 

31] . The heat transfer model for both the solid and fluid phases 

hen becomes, 

 se,x 
∂ 2 T s 
∂ x 2 

+ k se,y 
∂ 2 T s 
∂ y 2 

− a f s h f s 

[
T s ( x, y ) − T f ( x, y ) 

]
= 0 (5.a) 

c p u 

∂ T f 
∂x 

= k f e,x 

∂ 2 T f 
∂ x 2 

+ k f e,y 

∂ 2 T f 
∂ y 2 

− a f s h f s 

[
T f ( x, y ) − T s ( x, y ) 

]
+ �

(5.b) 

ith, 

= 

μ

K 

u 

2 + 

ρ

K 

1 / 2 
c F u 

3 (5.c) 

here y is the transversal coordinate, c p is the specific heat at con- 

tant pressure of the fluid, T s is the local temperature of the solid 

hase, T f is the local temperature of the fluid phase, k se,x is the ef- 

ective thermal conductivity of the solid phase in the x-direction, 

 se,y is the effective thermal conductivity of the solid phase in the 

-direction, k f e,x is the effective thermal conductivity of the fluid 

hase in the x-direction, k f e,y is the effective thermal conductiv- 

ty of the fluid phase in the y-direction, a f s is the specific surface 

rea of the porous channel, h f s is the interstitial heat transfer co- 

fficient, and � is the viscous dissipation term. It is noteworthy 

hat the effective thermal conductivities of the fluid may include a 

hermal dispersion term. 

At the entrance of the porous channel of Fig. 1 , the fluid is as-

umed to have a uniform temperature, while the solid is assumed 

o be locally in thermal equilibrium with the fluid. No outlet con- 

ition is prescribed at x = L ; instead, to avoid the imposition of a

ossibly unrealistic zero-gradient boundary condition at this point, 

 limited gradient at x → ∞ is adopted. At the top of the porous

hannel, an adiabatic boundary condition is imposed. At the bot- 

om wall, as depicted in Fig. 1 , a uniform heat flux is prescribed.

or LTE formulations, the establishment of this kind of bound- 

ry condition is rather simple. However, for LTNE formulations a 

uestion arises as to how the heat flux is distributed among the 

wo phases [32] . In this work, the model for this boundary condi- 

ion assumes local thermal equilibrium between the solid and fluid 

hases at the boundary and that the heat flux is distributed in ac- 

ordance with the relative magnitude of the effective thermal con- 

uctivity of each phase [33] . The resulting boundary conditions for 

oth the fluid and solid temperatures are as follows: 

 f ( 0 , y ) = T s ( 0 , y ) = T in (6.a.b) 

∂ T f 
∂x 

∣∣∣∣
x →∞ 

, 
∂ T s 
∂x 

∣∣∣∣
x →∞ 

limited (6.c.d) 

 f ( x, 0 ) = T s ( x, 0 ) ;q w 

= −k se,y 
∂ T s 
∂y 

∣∣∣∣
y =0 

− k f e,y 

∂ T f 
∂y 

∣∣∣∣
y =0 

(6.e.f) 

∂ T f 
∂y 

∣∣∣∣
y = d 

= 

∂ T s 
∂y 

∣∣∣∣
y = d 

= 0 (6.g.h) 

here T in is the uniform temperature at the inlet, and q w 

is the 

niform heat flux imposed at the bottom wall. 

The mean fluid temperature, for the present plug flow model, 

an be determined from the local fluid temperature in the follow- 

ng way: 

 m 

( x ) = 

1 

d 

∫ d 

T f ( x, y ) dy (7) 

0 

4 
here T m 

is the mean fluid temperature. 

From the definition of the mean fluid temperature, it is possible 

o establish a relation for the local Nusselt number as, 

u = 

q w 

T f ( x, 0 ) − T m 

( x ) 

d 

k f e,y 

(8) 

here Nu is the local Nusselt number. 

Another important parameter for the evaluation of heat sinks is 

he thermal resistance, which is defined as follows, 

 th = 

T f ( L, 0 ) − T in 

q w 

(9) 

here R th is the thermal resistance. The maximum wall tempera- 

ure is assumed to occur at the bottom right corner of the channel 

f Fig. 1 in Eq. (9) . 

.2. Properties of the equivalent porous medium 

The designed porous media concept allowed for the establish- 

ent of a common set of governing equations in sections 2.1.1 and 

.1.2 . The distinction among the internal morphologies of the heat 

ink is then accomplished through effective porous medium prop- 

rties associated with each of the geometries illustrated on the 

ight side of Fig. 1 . The resulting properties will be presented in 

he following subsections. 

.2.1. Plate fins 

Due to entrance effects, the prevalence of a thermally develop- 

ng flow condition in plate fins heat sinks was experimentally es- 

ablished [34] . Therefore, the hydraulic properties for this situation 

ill be determined from results for fully developed flow in rectan- 

ular channels. Using the Poiseuille number expression appropriate 

or laminar flow in rectangular channels [35] and Darcy’s law, we 

an write, 

 = 

ε b 2 

12 

[ 

1 − 192 

π5 

∞ ∑ 

i =1 , 3 , 5 ,... 

tanh ( iπα/ 2 ) 

i 5 α

] 

(10.a) 

 F = 0 (10.b) 

here ε is the porosity of the porous channel, b is the width of 

he channel formed by two adjacent plate fins (see Fig. 1 ), and 

= d/b is the aspect ratio of the channel formed by two adjacent 

late fins. The infinite sum of Eq. (10.a) was truncated at i = 21 (11

erms), which yields results with at least six fully converged digits. 

The specific surface area is given by, 

 f s = 

2 α + 1 

α

ε 

b 
(11) 

The thermal conductivities of the solid and fluid phases in both 

he x- and y-directions can be calculated as, 

 se,x = k se,y = k s ( 1 − ε ) (12.a.b) 

 f e,x = k f e,y = k f ε (12.c.d) 

here k s is the thermal conductivity of the solid and k f is the ther- 

al conductivity of the fluid. Eqs. (12.a-d) assume the solid and 

uid phases are disposed parallel with each other in both x- and 

-directions. 

The interstitial Nusselt number for thermally developing lami- 

ar flow in the channels formed by the plate fins can be obtained 

s described in section S1.1 (see Supplementary Information). Then, 

he interstitial heat transfer coefficient is given by, 

 f s = N u f s 

k f 

D h 

(13) 

here N u f s is the interstitial Nusselt number and D h is the hy- 

raulic diameter of the channels formed by the plate fins. 
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.2.2. Pin fins 

The permeability for the pin fins case is determined by ad- 

usting the Carman-Kozeny relation to the results of Zukauskas 

36] (see section S1.2 of Supplementary Information). This proce- 

ure was shown to correctly predict the trend of the results from 

ukauskas [8] , even though the value of the adjusted coefficient 

dopted here differs from the one reported in that work to better 

t the data. The inertial coefficient, c F , is also adjusted to the same 

ata. The results are as follows: 

 = 

ε 3 

221 ( 1 − ε ) 2 
d c 

2 
(14.a) 

 F = 0 . 100 (14.b) 

here d c is the pin diameter (see Fig. 1 ). 

The specific surface area for the pin fins heat sink, defined as 

he ratio between the total surface area of the pins and the volume 

f the porous medium channel, is then, 

 f s = 

4 ( 1 − ε ) 

d c 
(15) 

The thermal conductivities in the y-direction are determined 

sing relations appropriate for parallel phases. For the x-direction, 

 relation from the literature is used [37] together with the as- 

umption that the thermal conductivity of the solid is much larger 

han that of the fluid, yielding, 

 se,x = 0 ;k se,y = k s ( 1 − ε ) (16.a.b) 

 f e,x = k f 

(
1 + 2 

1 − ε 

ε 

)
;k f e,y = k f ε (16.c.d) 

The interstitial heat transfer coefficient is obtained using the 

orrelations proposed by Zukauskas [36] for staggered rows of 

ylinders in the following way: 

 f s = 

k f 

d c 
CR e d c 

m P r 0 . 36 (17.a) 

ith, 

 e d c = 

ρu max d c 

μ
= 

√ 

π√ 

π − 2 ( 1 − ε ) 1 / 2 
ρu d c 

μ
(17.b) 

here R e d c is the Reynolds number based on the fin diameter, P r is 

he Prandtl number of the fluid, and u max is the maximum intersti- 

ial velocity. The values for the constants C and m vary depending 

n the range of Reynolds numbers [36] . 

.2.3. Metal foams 

The fiber diameter can be determined from the pore diameter 

f the metal foam structure in the following way [38] : 

 f ib = d p 
1 . 18 

G 

√ 

1 − ε 

3 π
(18.a) 

ith, 

 = 1 − exp 

(
−1 − ε 

0 . 04 

)
(18.b) 

here d f ib is the fiber diameter (see Fig. 1 ), d p is the pore diameter 

see Fig. 1 ), and G is a dimensionless factor that accounts for the 

hange in the cross-section of the fiber with varying porosity [38] . 

The permeability, K, and the inertial coefficient, c F , for metal 

oams are given by [39] , 

 = 0 . 0 0 073 ( 1 − ε ) −0 . 224 

(
d f ib 

d p 

)−1 . 11 

d p 
2 

(19.a) 

 F = 0 . 00212 ( 1 − ε ) −0 . 132 

(
d f ib 

d p 

)−1 . 63 

(19.b) 
5 
he specific surface area for metal foams is then [38] , 

 f s = 

3 πd f ib G 

( 0 . 59 d p ) 
2 

(20) 

The thermal conductivities for metal foams are considered 

sotropic and can be, already including thermal dispersion effects, 

alculated as [40] , 

 se ,x = k se ,y 

= k s 

{
2 √ 

3 

[
3 rξ

1 + ξ
+ 

3 

2 

( 1 − r ) + 

3 

√ 

3 

4 rξ

(√ 

3 

2 

− ξ

)]}−1 

(21.a) 

 fe ,x = k fe ,y 

 k f 

{
2 √ 

3 

[
3 rξ

2 − ξ
+ 

3 ξ ( 1 − r ) 

3 − 2 ξ
+ 

3 

√ 

3 

3 

√ 

3 − 4 rξ

(√ 

3 

2 

− ξ

)]}−1 

+ k d

(21.b)

ith, 

= 

−r + 

√ 

r 2 + 

2 
√ 

3 
3 ( 1 − ε ) 

[ 
2 − r 

(
1 + 

4 √ 

3 

)] 
2 
3 

[ 
2 − r 

(
1 + 

4 √ 

3 

)] (21.c) 

 d = 0 . 06 ρc p u K 

1 / 2 (21.d) 

here k d is the apparent thermal conductivity due to thermal dis- 

ersion. Originally, a value of r = 0 . 09 was proposed [40] . How-

ver, a survey with a larger amount of empirical results found that 

 = 0 . 098 better fits the data [41] . 

The interstitial heat transfer coefficient is then obtained with 

he following correlation [40] , 

 f s = 0 . 52 

k f 

d f ib 

(
ρu d f ib 

εμ

)0 . 5 (
μc p 

k f 

)0 . 37 

(22) 

.3. Solution Methodology 

The Generalized Integral Transform Technique (GITT) is em- 

loyed in the solution of the heat transfer model of Eqs. (5.a-c) and 

qs. (6.a-h) [ 24 , 28 ]. A complete description of both the method and

he computational procedure are provided as Supplementary Infor- 

ation (see section S2). Here, for further reference in the results 

nd discussion section, the truncated inverse formulae used in the 

econstruction of the fluid and solid temperatures are reproduced, 

s follows: 

 f ( x, y ) = θ f ( x, y ) + 

N ∑ 

i =1 

T̄ i ( x ) ˜ ψ f,i ( y ) (23.a) 

 s ( x, y ) = θs ( x, y ) + 

N ∑ 

i =1 

T̄ i ( x ) ˜ ψ s,i ( y ) (23.b) 

here θ f and θs are the fluid and solid temperatures, respectively, 

nder thermally developed flow conditions, N is the truncation or- 

er, ˜ ψ f,i and 

˜ ψ s,i are the normalized eigenfunctions for the fluid 

nd solid temperature fields, respectively, and T̄ i is the transformed 

emperature field. The fully developed flow solutions are employed 

s analytical filters that satisfy and homogenize the boundary con- 

itions of the original problem, while the eigenfunction expan- 

ions at the rightmost hand side of Eqs. (23.a,b) account for the 

hermally developing region contributions. The eigenfunctions are 

btained from the following coupled eigenvalue problem, adapted 

rom [28] , 

 se,y 
d 2 ψ s,i 

d y 2 
− a f s h f s 

(
ψ s,i − ψ f,i 

)
= 0 (24.a) 
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Fig. 2. Thermodynamic analysis of a two processes system featuring an intermedi- 

ary heat sink. Red dashed enclosing representing the boundary of the system. Heat 

and power interactions are also indicated. (For interpretation of the references to 

color in this figure legend, the reader is referred to the web version of this article) 
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d 2 ψ f,i 

d y 2 
+ ω i 

2 ρc p u ψ f,i ( y ) − a f s h f s 

(
ψ f,i − ψ s,i 

)
= 0 (24.b) 

ith boundary conditions and normalization given by, 

 s,i ( 0 ) = ψ f,i ( 0 ) ;k f e,y 

d ψ f,i 

dy 

∣∣∣∣
y =0 

+ k se,y 
d ψ s,i 

dy 

∣∣∣∣
y =0 

= 0 (24.c.d) 

d ψ f,i 

dy 

∣∣∣∣
y = d 

= 

d ψ s,i 

dy 

∣∣∣∣
y = d 

= 0 (24.e.f) 

˜ 
 f,i ( y ) = 

ψ f,i ( y ) √ 

N i 

; ˜ ψ s,i ( y ) = 

ψ s,i ( y ) √ 

N i 

(24.g.h) 

 i = 

∫ d 

0 

ρc p u ψ f,i ( y ) 
2 dy (24.i) 

hich leads to the orthogonality property below, that is essential 

n obtaining the transformed ordinary differential system for the 

ransformed potentials, 

 d 

0 

ρc p u 

˜ ψ f,i ( y ) ˜ ψ f, j ( y ) dy = δi j (25) 

here δi j is Kronecker’s delta. 

The thermophysical properties necessary to solve the fluid flow 

nd heat transfer models are interpolated from tables for pure wa- 

er available in the literature [42] . The temperature used in the in- 

erpolation is the arithmetic mean between the mean fluid tem- 

eratures at the inlet ( T m 

(0) ) and at the outlet ( T m 

(L ) ). The solid

hase is considered to be Aluminum 6201 ( k s = 205 W / mK [41] ). 

he solution methodology was programmed in the Wolfram Math- 

matica v.12 [43] environment to ease the algebraic manipulations 

nd to perform the numerical computations. 

.4. Optimization procedure 

.4.1. Entropy Generation Minimization 

The purpose of this section is to briefly comment key aspects 

rom the EGM method [7] and also to support its use instead of 

lternative design procedures. A two-process system is envisioned 

n this work, as illustrated in Fig. 2 . A primary process, identi- 

ed in Fig. 2 as P I , is responsible for converting the heat transfer 

ate ˙ Q H from a primary source, which can be fuel, sunlight, among 

thers, into useful power ˙ W I ; inevitably, heat is rejected as a by- 

roduct. This waste heat, usually severely depleted of free energy 

nd named low-grade for this reason, is to be harnessed in a sec- 

ndary process that will deliver more power ˙ W II and finally reject 

eat to a reservoir with temperature T 0 . The heat sink acts as an 

ntermediary thermal device receiving the waste heat from the pri- 

ary process and delivering it to the secondary process through 

he flow of a coolant, where Q is the volumetric flow rate. 
6 
For the system delimited by the red dashed rectangle shown 

n Fig. 2 , the First and Second Laws of Thermodynamics in steady 

tate can be written as, 

˙ 
 H − ˙ Q 0 − ˙ W I − ˙ W II = 0 (26.a) 

˙ Q H 

T H 
−

˙ Q 0 

T 0 
+ 

˙ S ger = 0 (26.b) 

here ˙ S ger is the entropy generation rate in the system. 

Considering the primary heat source as fixed, it is possible to 

liminate ˙ Q 0 by combining eqs. (26.a,b) , yielding, 

˙ 
 I + 

˙ W II = 

(
1 − T 0 

T H 

)
˙ Q H − T 0 ˙ S ger (27) 

The rightmost term of Eq. (27) is strictly positive, which im- 

lies that, for a fixed primary heat source, it can be interpreted as 

 lost available work ˙ W lost = T 0 ̇ S ger ≥ 0 ; this result is widely known 

s Gouy-Stodola theorem [7] . Therefore, to ensure that the maxi- 

um power is delivered by the two processes, one must minimize 

he entropy generation rate within the whole system. One strat- 

gy to accomplish this goal is to minimize the entropy generation 

ate associated with each component of the system [7] , such as 

he heat sink. Of course, minimizing the entropy generation just 

or the heat sink is not sufficient, and the irreversibility of the pri- 

ary and secondary processes ought to be minimized as well to 

chieve maximum combined power output. Nevertheless, to fur- 

her substantiate the focus of this work in low-grade waste heat 

arvesting heat sinks, they were shown to play a large role in the 

fficient operation of water desalination using membrane distilla- 

ion [5] . 

.4.2. Objective function and constraints 

Local entropy generation rate is related to temperatures and 

heir associated gradients, and the viscous dissipation term as fol- 

ows [36] : 

˙ 
 

′′′ 
ger = 

˙ S ′′′ ger,T + 

˙ S ′′′ ger,u (28.a) 

ith, 

˙ 
 

′′′ 
ger ,T = 

k fe ,x 

T f 
2 

(
∂T f 

∂x 

)2 

+ 

k se ,x 

T s 
2 

(
∂T s 

∂x 

)2 

+ 

k fe ,y 

T f 
2 

(
∂T f 

∂y 

)2 

+ 

k se ,y 

T s 
2 

(
∂T s 

∂y 

)2 

+ 

a fs h fs 

T s T f 

(
T s − T f 

)2 
(28.b) 

˙ 
 

′′′ 
ger,u = 

�

T f 
(28.c) 

here ˙ S ′′′ ger is the local entropy generation rate, ˙ S ′′′ ger,u is the local 

ntropy generation rate associated with fluid flow, and 

˙ S ′′′ 
ger,T 

is the 

ocal entropy generation rate associated with heat transfer. The last 

erm on the right hand side of Eq. (28.b) is added to the original

elation [36] to account for the interstitial heat transfer between 

he fluid and solid phases of the adopted LTNE formulation. 

The average entropy generation rate per unit of planform area 

or the whole heat sink is then obtained as, 

˙ 
 

′′ 
ger , av = 

1 

L 

∫ d 

0 

∫ L 

0 

˙ S ′′′ ger dxdy (29) 

here ˙ S ′′ ger,a v is the average entropy generation rate per unit of 

lanform area. 

The integral transform solutions expressed by Eqs. (23.a,b) can 

e directly substituted in the local entropy generation rate ex- 

ressions, Eqs. (28.a-c) , and then be numerically integrated to 

btain the average entropy generation rate, Eq. (29) . However, 
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ore complicated and computationally intensive optimization al- 

orithms than the one employed here would be required. In this 

ontext, even though results from the numerical integration will 

lso be reported for verification purposes, an approximate average 

ntropy generation rate shall be employed as the objective func- 

ion for the optimization process. First, the temperatures in the 

enominator of each term of Eqs. (28.b,c) are in the absolute tem- 

erature scale; then, the magnitude of the variation these tempera- 

ures are expected to suffer along the heat sink will likely be much 

maller than their absolute numerical values. This approximation is 

specially reasonable for low-grade waste heat sources and the as- 

ociated small temperature differences. Therefore, a characteristic 

emperature, equal to T c = T m 

( L/ 2 ) , will be used in the denomina- 

or of each term of Eqs. (28.b,c) . Moreover, simple closed form ex- 

ressions for the average entropy generation rate are attainable if 

ower truncation orders are set in Eqs. (23.a,b) to approximate the 

emperature fields. The simplest possible proposal is the retention 

f only the thermally developed solution from Eqs. (23.a,b) in Eqs. 

28.b,c) , more specifically, setting T f ∼= 

θ f and T s ∼= 

θs . Further in 

he text, this approximation will be shown to be accurate enough 

ear the optimum. We then have, 

˙ 
 

′′′ 
ger ,T 

∼= 

k fe ,x 

T c 
2 

(
∂θ f 

∂x 

)2 

+ 

k se ,x 

T c 
2 

(
∂θs 

∂x 

)2 

+ 

k fe ,y 

T c 
2 

(
∂θ f 

∂y 

)2 

+ 

k se ,y 

T c 
2 

(
∂θs 

∂y 

)2 

+ 

a fs h fs 

T c 
2 

(
θs − θ f 

)2 
(30.a) 

˙ 
 

′′′ 
ger,u 

∼= 

�

T c 
(30.b) 

here T c is the characteristic temperature evaluated as T m 

( L/ 2 ) . An 

nalytical expression resulting from the integration of Eq. (29) us- 

ng Eqs. (30.a,b) as integrands is offered in the Supplemetary Infor- 

ation (see section S3). 

Constraints are necessary in order to obtain meaningful and 

easible designs from the optimization process. The constraints 

ary with the different internal morphologies of the heat sink, and 

tem from manufacturing restrictions, like aspect ratios and min- 

mum feature sizes, and limitations of the models employed. In 

eneral, the height of the flow paths’ cross-sections is imposed to 

e at most 10 times the width, and features should be at least 100

m thick. More precise statements of the constraints adopted are 

resented in section S3 of the Supplementary Information. These 

alues are reasonably representative of available microfabrication 

echniques [44] and may be adjusted to the manufacturing capa- 

ilities of a particular design group. The exception is metal foams, 

or which these restrictions together with model limitations would 

reclude any feasible design to be obtained. For this case, the re- 

trictions were partially relaxed as can be seen in section S3 of 

upplementary Information. 

A fixed volume, relevant for a particular application, is estab- 

ished to be occupied by any of the internal structures illustrated 

n Fig. 1 . This volume will then be substituted by an equiva- 

ent porous medium, enabling the use of the model and solution 

ethodology previously described. In addition, the heat load, inlet 

emperature, and flow rates are fixed in the optimization process 

nd treated as duty parameters imposed by either the primary or 

econdary processes depicted in Fig. 2 . The optimization problem 

o be solved can then be stated as, 

inimize ˙ S ′′ ger , av (31.a) 

ubject to constraints, 

 m 

( χ) ≤ 0 , m = 1 , 2 , 3 , ..., M (31.b) 

here χ is the vector of design parameters, l m 

is a function of the 

esigned parameters used to establish the m-th constraint, and M

s the total number of constraints. 
7 
.4.3. Lagrangian and KKT conditions 

A Lagrangian capable of conveying information on the objective 

unction and the constraints described earlier can be written as, 

 ( χ, λm 

) = 

˙ S ′′ ger , av ( χ) + 

M ∑ 

m =1 

λm 

l m 

( χ) (32) 

here L is the Lagrangian and λm 

is the m-th Lagrange multiplier. 

A set of equations to be used to find possible candidates for the 

onstrained minimum of ˙ S ′′ ger,a v can then be analytically obtained 

rom Eq. (32) , as follows, 

 χL ( χ, λm 

) = 0 (33.a) 

∂L 

∂ λm 

= 0 (33.b) 

here ∇ χ is the gradient with respect to the design parameters. 

To deal with the Lagrange multiplier method under inequali- 

ies constraints, at first, the unconstrained case is analyzed, i.e., 

ll Lagrange multipliers λm 

are set to zero in Eq. (32) and then 

q. (33.a) is solved for the design parameters χ. Afterwards, all 

ossible constrained cases are analyzed, in the limits of the in- 

qualities. For this purpose, Eq. (33.a) is solved together with 

q. (33.b) and l m 

(χ) = 0 written for each constraint to be imposed

n the particular run, yielding the design parameters and the La- 

range multipliers associated with the imposed constraints. The 

emaining Lagrange multipliers associated with constraints not in- 

olved in the run are set to zero. The equations are solved nu- 

erically using the function FindRoot from the platform Wolfram 

athematica v.12 [43] . 

Each candidate obtained through the process described in the 

ast paragraph is then checked using the Karush-Kuhn-Tucker 

KKT) conditions [45] . Then, the positive semi-definiteness of the 

essian matrix evaluated at each candidate point is checked to en- 

ure optimality. Among the candidates that fulfill all criteria, the 

ne that presents the minimum value of ˙ S ′′ ger,a v is returned as the 

olution of the optimization procedure. The KKT conditions are de- 

cribed in detail in section S4 of the Supplementary Information. 

. Results and discussion 

.1. Convergence and validation 

Table 1 illustrates the GITT solution convergence of the Nusselt 

umber at three selected positions along the heat sink and of the 

verage entropy generation per unit of planform area with vary- 

ng truncation order N. Only results for plate fins and pin fins are 

ontemplated for the sake of brevity. For better visualization of the 

onvergence behavior, a graph conveying information on the con- 

ergence of the Nusselt number and of the average entropy genera- 

ion rate from Table 1 is provided as Fig. S5.a,b (see Supplementary 

nformation). An optimized configuration for the physical situation 

f the core of the heat sink occupying a volume of 10 cm x 10 cm

 2 mm, being subject to a flow rate of 5 L/min, inlet temperature 

f 25 °C, and a heat flux of 100 W/cm ² is chosen to illustrate the

onvergence behavior. These parameters are representative of the 

pplication of the heat sink in the waste heat recovery of mem- 

rane distillation systems [46] . As can be seen, convergence of the 

ntropy generation rate is satisfactory, with a four significant dig- 

ts convergence being achieved with N = 120. On the other hand, 

he convergence of the Nusselt number is considerably slower, es- 

ecially for longitudinal positions closer to the entrance. Neverthe- 

ess, for the worst case (plate fins and x = 1 mm), the local Nusselt

umber changes by only 0.5% when the truncation order is raised 

rom 110 to 120, which was deemed satisfactory. In sum, N = 120 

as employed in all further calculations performed in this work. 
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Table 1 

Convergence of the Nusselt number and average entropy generation per unit of planform area for plate 

fins and pin fins. Results shown for the optimized configuration given a volume of 10 cm x 10 cm x 2 

mm, flow rate of 5 L/min, and prescribed heat flux of 100 W/cm ². Values of design parameters: for plate 

fins b = 200 μm and ε = 0.514; for pin fins d c = 909 μm and ε = 0.475. 

N 

Nu ˙ S ′′ ger,a v 

(W/m ²K) 
x = 1 mm x = 5 mm x = 10 mm 

Plate fins Pin fins Plate fins Pin fins Plate fins Pin fins Plate fins Pin fins 

1 474.7 732.5 471.1 717.1 467.3 702.4 133.0 99.94 

4 482.6 746.4 477.7 727.2 472.5 709.2 132.2 99.51 

7 488.1 752.2 482.0 731.1 475.7 711.6 131.8 99.38 

10 493.6 757.6 485.9 734.5 478.2 713.5 131.5 99.27 

70 576.1 819.5 502.2 746.9 483.7 717.3 130.3 98.80 

80 581.8 821.3 502.3 746.9 483.7 717.3 130.3 98.78 

90 586.4 822.2 502.3 746.9 483.7 717.3 130.2 98.77 

100 590.1 822.6 502.4 746.9 483.7 717.3 130.2 98.76 

110 593.4 822.8 502.4 746.9 483.7 717.3 130.2 98.75 

120 596.2 822.8 502.5 746.9 483.7 717.3 130.2 98.75 

d

[

a

t

t

m

f

b

t

3

d

c

c

t  

m

i

w

t

c  

t

i

p

t

m

v

t

E

s

e  

s

m

t

s

s

t

i

 

a

s

a

g

w

w

t

t

p

p

s

p

t

n

(

r

s

t

t

t

fi

 

a

a

c

o

b

p

t

l

p

F

f

i

h

t

r

t

l

b

g

a

f

s  

fi

i

v

m

r

e

c

The model and the computational code developed were vali- 

ated against experimental data for plate-fins- [ 34 , 47 ], pin-fins- 

48] , and metal-foams-based [40] heat sinks reported in the liter- 

ture. Comparisons of the fluid flow and heat transfer results ob- 

ained in this work and the experimental data are offered in sec- 

ion S5 of the Supplementary Information. The agreement of the 

odel, method and computational results with the ones stemming 

rom three independent experimental results is overall fairly good, 

uilding confidence on the designed porous media and integral 

ransform approaches here adopted. 

.2. Thermodynamic optimization 

Two particular applications are chosen to illustrate the proce- 

ure. The first one, to be henceforth referred to as ‘small heat sink’ 

ase, stems from the cooling of HCPV panels [3] . The volume oc- 

upied by the equivalent porous media as depicted in Fig. 1 is, for 

his case, 1 cm x 1 cm x 1 mm and the coolant flow rate is 35

L/min. The second, coined as ‘large heat sink’ case, was already 

ntroduced in section 3.1 , and is related to waste heat recovery for 

ater desalination using membrane distillation [46] . In this case, 

he volume occupied by the porous medium channel is 10 cm x 10 

m x 2 mm and the flow rate is 5 L/min. For both cases, the inlet

emperature is set to 25 °C. The input parameters are summarized 

n section S6 (see Supplementary Information). 

Fig. 3 offers the minimum average entropy generation rate 

er unit area, as a function of heat load, obtained through 

he optimization procedure described earlier. Both the approxi- 

ate entropy generation rate, calculated with the thermally de- 

eloped solution, and the complete entropy generation rate ob- 

ained through numerical integration of Eq. (29) together with 

qs. (23.a,b) and Eqs. (28.a-c) are depicted. A different optimized 

et of design parameters is obtained for each heat load consid- 

red. Figs. 3 a and 3. b refer to the small and large heat sinks, re-

pectively. As already mentioned, the restrictions stemming from 

anufacturing and model limitations hinder the optimization of 

he metal-foams-based heat sink. Thus, even though Figs. 3. a,b 

how a significant disadvantage of this morphology in compari- 

on with both the plate and pin fins, the results from the op- 

imization of the metal foams are ultimately considered to be 

nconclusive. 

From the results of Figs. 3 , it is possible to assert that the

pproximation introduced into the objective function is justified, 

ince, near the optimum, the agreement between the complete 

nd approximate formulations of the entropy generation is mostly 

ood. The exceptions are heat sinks based on metal foams, for 

hich the constraints became too restrictive to produce designs 
8 
ith performance comparable to plate and pin fins. In this case, 

he approximate entropy generation rate yields values up to 2x 

he one calculated with the fully converged temperature fields. For 

late and pin fins, the deviation between approximate and com- 

lete entropy generation rate of the optimum internal arrangement 

tayed below 5% and 10% for the small and large heat sinks ap- 

lications, respectively, thus corroborating the simplified optimiza- 

ion procedure proposed. In case more precise approximations are 

eeded, additional terms from the eigenfunction expansions of Eqs. 

23.a,b) can be added to the calculation of the entropy generation 

ate, which is an advantage of using a hybrid numerical-analytical 

cheme such as the GITT. For instance, Table 1 shows that the en- 

ropy generation rate obtained with the addition of just one more 

erm to the fully developed temperature field (N = 1) deviate from 

he fully converged value by only 2% and 1% for the plate and pin 

ns, respectively. 

For the small heat sink case, as can be seen in Fig. 3. a, the aver-

ge entropy generation rates per unit of area obtained with plate 

nd pin fins are roughly equivalent, especially given possible un- 

ertainties in the models employed. For instance, when a heat flux 

f 100 W/cm ² is applied, the entropy generation of the pin-fins- 

ased heat sink is only 7% higher than the one associated with 

late fins. The ease of manufacturing then dictates, in this case, 

hat the plate fins should be selected. On the other hand, for the 

arge heat sink case, according to Fig. 3. b, whether plate fins or 

in fins should be used is dependent on the applied heat load. 

or lower heat loads, the plate fins have some advantage, while 

or higher heat loads, pin fins should be used. The data available 

n Table 1 further illustrates the advantage of pin fins for the large 

eat sinks subject to 100 W/cm ², with a 24% lower entropy genera- 

ion rate per unit area in comparison with the plate fins. The main 

eason for this behavior is the superior heat transfer capabilities of 

he pin fins design, at the expense of higher pressure drops; for 

ower heat loads, heat transfer loses importance and the plate fins 

ecome more advantageous. 

Figs. 4 a,b and Figs. 5 a,b illustrate the behavior of the entropy 

eneration rate with changes on the design parameters (porosity 

nd channel width or pin diameter) and also the optimum points 

or the large heat sink case. When lower heat fluxes are applied, 

uch as 1 W/cm ² associated with Figs. 4. a,b, both the plate and pin

ns optimum arrangements tend to higher porosities, which is an 

ndicative of the dominance of the irreversibility associated with 

iscous dissipation that can be significantly reduced by providing 

ore space for the fluid to flow. A minimum entropy generation 

ate point is found inside the region formed by the constraints, 

ven though, for the plate fins, this optimum point is relatively 

lose to the curve representing the minimum fin thickness allowed 
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Fig. 3. Entropy generation rate per unit of planform area as a function of heat load. (a) Small heat sink; (b) Large heat sink. ‘Approximate’ curves refer to values obtained 

with Eqs. (30.a,b) , while ‘complete’ curves refer to values obtained numerically with Eqs. (28.a-c) and Eq. (29) . 

Fig. 4. Contours of entropy generation rate per unit of planform area for a heat load of 1 W/cm ². (a) Plate fins; (b) Pin fins. Point and dashed lines indicating the optimum 

point location. Thick green solid lines indicating the constraints. The insets represent the geometries associated with each graph. (For interpretation of the references to color 

in this figure legend, the reader is referred to the web version of this article) 
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y manufacturing restrictions (100 μm). For a heat load equal to 

00 W/cm ², Figs. 5. a,b show that the optimum design parame- 

ers points lie on curves representing constraints; more specifically, 

late and pin fins become limited by a maximum aspect ratio of 

he flow path, as detailed in sections 2.4.2 and S3 (see Supple- 

entary Information). Furthermore, the optimum design parame- 

ers for 100 W/cm ² tend to lower porosities, for the associated nar- 

ower flow paths improve the heat transfer performance, which is 

he limiting factor under high heat loads. 

The optimum sizing parameters that are either design parame- 

ers themselves or quantities derived from the design parameters 

re shown in Figs. 6. a,b for the large heat sink case. As the heat

oad decreases, both the channel width b and the pin spacing s 

see Fig. 1 ) significantly increase, broadening the cross-section of 

he flow path, thereby reducing fluid-friction-related irreversibility. 

he thickness of the plate fin initially decreases with increasing 

eat load. However, at some point, the tendency reverses, and a 

igher value is attained, as shown in Fig. 6. a. On the other hand,

he optimum pin fin diameter shows a reverse behavior, initially 

ising slightly and then decreasing mildly. A similar pattern to the 

ne observed for the pin diameter is present for both the number 

f channels and number of pins; the difference is that the initial 

ise is considerably steeper than the one seen in the pin diameter 

ase. 

p

9 
.3. Shortcomings of a common design procedure 

Fig. 7 a presents a graph commonly used in heat sink design 

49] . In this graph, the flow rate is varied and the resulting thermal 

esistance and pumping power are plotted for both the plate and 

in fins large heat sinks with a heat flux of 100 W/cm ² imposed at 

he bottom wall. From these curves alone, a designer may decide 

o select the plate fins as the more appropriate internal morphol- 

gy for low-grade waste heat harvesting, since, for a given pump- 

ng power, the thermal resistance is lower using plate fins instead 

f pin fins. Nevertheless, the results of Fig. 3. b and Table 1 point

o a significant advantage of the pin fins over the plate fins in this 

articular case. 

To understand these conflicting conclusions, a metric named 

ejan number is employed. This dimensionless number is simply 

he ratio of the local entropy generation rate due to heat transfer 

nd the total local entropy generation rate [50] . Mathematically, 

e = 

˙ S ′′′ ger ,T 

˙ S ′′′ 
ger ,T 

+ 

˙ S ′′′ ger ,u 

(34) 

here Be is the Bejan number. 

Contours of the Bejan number for the large heat sink case with 

n applied heat flux of 1 W/cm ² are illustrated in Fig. 8. a,b for

late and pin fins, respectively. Given the relatively low heat load, 
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Fig. 5. Contours of entropy generation rate per unit of planform area for a heat load of 100 W/cm ². (a) Plate fins; (b) Pin fins. Point and dashed lines indicating the optimum 

point location. Thick green solid lines indicating the constraints. The insets represent the geometries associated with each graph. (For interpretation of the references to color 

in this figure legend, the reader is referred to the web version of this article) 

Fig. 6. Optimum sizing of the plate and pin fins for the large heat sink application. (a) Plate fins; (b) Pin fins. 

Fig. 7. Thermal resistance, pumping power, and Nusselt number for the optimum designs of plate and pin fins large heat sinks subject to a heat load of 100 W/cm ². (a) 

Thermal resistance versus pumping power for varying flow rate; (b) Local Nusselt number as a function of longitudinal position (x) for a fixed flow rate (5 L/min). 
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he irreversibility is more evenly split between viscous dissipation 

nd heat transfer, favoring designs with lower associated pump- 

ng power; in this case, the plate fins. Fig. 9 shows Bejan number 

ontours for the pin fins heat sink subject to a heat load of 100

/cm ²; plate fins are not contemplated, for, in the same scale of 

he graph for pin fins, it renders a blank figure due to all val-

es being above 0.99. In this situation, the relatively large heat 
10 
oad causes a complete dominance of the heat-transfer-related irre- 

ersibility. Thus, in this case, heat transfer performance should be 

mphasized over pumping power, given the centrality of minimiz- 

ng the entropy generation rate established in section 2.4.1 . Fig. 7 b 

hows a significant advantage of the pin fins design as far as heat 

ransfer is concerned, and that is the reason for preferring the pin 

ns as indicated by Fig. 3. b. 
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Fig. 8. Contours of the Bejan number for the large heat sink case subject to a heat load of 1 W/cm ². (a) Plate fins; (b) Pin fins. The insets represent the geometries associated 

with each graph. 

Fig. 9. Contours of the Bejan number for the large heat sink case with pin fins 

subject to a heat load of 100 W/cm ². The inset represents the geometry associated 

with the graph. 
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. CONCLUSIONS 

A comprehensive heat sinks design procedure intended for low- 

rade waste heat harvesting was proposed, implemented, and illus- 

rated. The combination of the designed porous medium concept 

nd the EGM method allowed for the treatment of different inter- 

al morphologies of the heat sink within a unified framework. 

For the application involving small heat sinks, stemming from 

ooling of HCPV panels, the use of plate and pin fins were shown 

o be roughly equivalent as far as destroying the least amount of 

vailable work is concerned. For the application with large heat 

inks, associated with heat recovery for membrane distillation, the 

est design is strongly dependent on the heat load imposed on 

he heat sink. Large heat loads favored the use of pin fins, while 

late fins are preferred for low heat loads. This conclusion enters 

nto conflict with a comparison based on thermal resistance versus 

umping power curves, which predicts that plate fins are a supe- 

ior design. For instance, a plate-fins-based heat sink has a thermal 

esistance of 0.276 Kcm ²/W as opposed to 0.363 Kcm ²/W obtained 

ith pin fins for a pumping power of 7 W. However, an optimized 

late fins heat sink destroys roughly 24% more exergy than one 

mploying pin fins when a heat flux of 100 W/cm ² is imposed. 

his problem is then clarified by showing that, at such high heat 

oads, heat transfer should be emphasized at the expense of pump- 

ng power. Therefore, unless the pumping power is a given duty 

arameter for a particular application, the EGM method is a more 
11 
eliable source of optimum designs for heat sinks intended for low- 

rade waste heat recovery. The entropy generation rate is capable 

f automatically conveying information on heat transfer and fluid 

ow and selecting which one should take precedence without the 

ntroduction of artificial figures of merit for this purpose. 

The optimization analysis of the metal-foam-based heat sink 

as inconclusive, for the constraints related to manufacturing and 

odels hinder the attainment of similar performance figures as 

btained with the plate and pin fins. Since the modeling restric- 

ions may stem from the limited data they are based on, rather 

han the design itself, no further critical analysis was pursued for 

his case. 

In order to be fully effective, the entropy generation must also 

e minimized for the primary and secondary processes coupled 

ith the heat sink, which shall be done in the near future. A pos- 

ible symbiotic relation between a hybrid numerical-analytical ap- 

roach, such as the GITT, and the EGM method of thermodynamic 

ptimization was identified in this work, and shall be pursued fur- 

her in future endeavors. 
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