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A B S T R A C T   

The film condensation heat transfer problem in the presence of a heavy non-condensable gas is revisited. To 
provide an accurate and robust hybrid numerical-analytical treatment, a systematic framework for solving heat 
and fluid flow described by boundary layer formulations via integral transforms has been proposed. A physically 
inspired change of variables stemming from the scale analysis of the governing equations is employed, aiming at 
facilitating algebraic manipulations and improving the convergence behavior of the Generalized Integral 
Transform Technique (GITT) hybrid solution. The boundary layer model for condensation processes with non- 
condensing substances, along with the developed solution method, are verified through comparisons with the 
Karman-Pohlhausen integral method and experimental results from the literature. The agreement is overall 
satisfactory, building confidence on the proposed methodology and computational code. In addition, a physical 
analysis further confirms the marked effect the non-condensable gas has on the condensation process, in some 
cases, decreasing the heat transfer rate by more than 80% when compared to the case with pure vapor. Inter
estingly, the heat transfer rate is determined to hold the same scaling with the height of the wall predicted by the 
classical Nusselt model for condensation of saturated pure vapor. In contrast, the temperature difference between 
the gas mixture and the wall, which is the driving force of the process, partially loses the strong effect predicted 
by the Nusselt model due to the build-up of non-condensable gas at the interface and the associated decrease in 
local vapor pressure.   

1. Introduction 

Heterogeneous condensation occurs when a gaseous phase of a 
particular substance contacts a surface whose temperature is sufficiently 
below the saturation temperature to induce phase change [1]. This 
physical process is widely present in industry, with applications in heat 
pipes [2,3], nuclear reactor design [4,5], water desalination and har
vesting [6,7], among others. 

Two main modes of heterogeneous condensation have been identi
fied, namely film- and dropwise condensation [1]. The former is char
acterized by the formation of a continuous condensate film adjacent to 
the cold surface, acting as a heat transfer intermediary between the 
vapor and the wall. On the other hand, in dropwise condensation, 
several droplets form along the cold surface, coalesce, and then move, 
freeing space for the nucleation of new droplets. Whether film- or 

dropwise condensation will occur is intimately related to the condensate 
wettability on a particular surface, with high contact angles and low 
surface energies favoring the latter [8–10]. 

Given the comparatively more favorable thermophysical properties 
of the liquid phase, one might think film condensation is preferable as 
far as improving heat transfer is concerned. However, the presence of 
the condensate film adds another thermal resistance, further hindering 
the flow of energy from the bulk vapor to the solid surface. In dropwise 
condensation, a considerable portion of the surface is directly exposed to 
the vapor, thereby leading to heat transfer coefficients up to 7 times 
higher than film condensation under similar circumstances [9,10]. Even 
though many efforts have been devoted to harness dropwise condensa
tion in industrial applications, its use still suffers from higher costs and 
long-term degradation of the surface hydrophobicity [1,9,10]. There
fore, adopting film condensation can be considered a conservative hy
pothesis when designing heat transfer equipment. 
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Othmer [11] was the first to note that the presence of a 
non-condensable gas mixed with the vapor markedly reduces the heat 
transfer rate, with 50% lower values being obtained with a gas mixture 
containing just 0.5 vol% of air in water vapor. This figure was further 
confirmed by several experimental [4,12,13] and theoretical [5,14–17] 
works that followed. The physical mechanism involved is the accumu
lation of non-condensable gas at the interface between the gas mixture 
and the condensate, shielding the vapor from this location, and thus 
reducing the local vapor pressure [14,15]. In engineering applications, 
the presence of non-condensables is unavoidable, either since the start of 
operation, due to remaining amounts of these substances, or later, due to 
diffusion and mixing of gases from external sources with the vapor. 
Indeed, loss of coolant accident (LOCA) scenarios required in the design 
and licensing of nuclear power plants containment buildings [4,5] and 
some water desalination equipment [6] may deal with gas mixtures 
composed majorly of non-condensable gases. In sum, given the possible 
dramatic effects on heat transfer, studying the consequences of the 
presence of a non-condensable gas during condensation is of paramount 
importance. 

The advent of Computational Fluid Dynamics (CFD) has expanded 
the applicability of theoretical analyses of fluid flows far beyond what 
approximate analytical methods could achieve. Nonetheless, analytical 
methods offer unmatched accuracy and low computational cost when 
compared with purely numerical alternatives. In the last four decades, 
hybrid methods, aiming at combining the desirable features of both 
numerical and analytical methods, were developed. One such method is 
the Generalized Integral Transform Technique (GITT) [18–20], a hybrid 
method that extends the Classical Integral Transform Technique (CITT) 

[21] to a priori non-transformable problems. Most of the workload in the 
implementation of this approach is conducted analytically, with typi
cally only a system of coupled ordinary differential equations being 
solved numerically, leveraging the availability of numerical solvers with 
automatic error control for this task. This feature of the GITT has 
enabled its application in the solution of a wide range of problems 
involving moving boundaries [22], variable thermophysical properties 
[23], irregular geometries [24–26], heat and mass transfer in porous 
media [27,28], chemically reacting systems [29], conjugate 
convection-conduction-radiation heat transfer [30], among others. 

In fluid flow analysis, the GITT has been extended to deal with both 
Navier-Stokes [23,31] and boundary layer [32,33] equations in either 
primitive variables or streamfunction-only formulations. However, the 
efforts involving boundary layers were mostly focused on internal flows, 
which allowed for the imposition of a second physical boundary con
dition to the transversal component of the velocity vector and the 
employment of fourth-order eigenvalue problems with superior 
convergence behavior [32,33]. External boundary layers for heat and 
fluid flow were also addressed in a few contributions [34–37], but so far, 
no systematic approach to solve these problems through the GITT has 
been reported, especially when complex phenomena beyond 
convection-diffusion are present. In this scenario, this work is also aimed 
at presenting a framework for the analysis of external boundary layer 
formulations using the GITT. Film condensation in the presence of a 
non-condensable gas is indeed a challenging case study to demonstrate 
the accuracy and robustness of the proposed hybrid approach, besides 
carrying an intrinsic importance to industrial applications. This problem 
is in fact challenging even for purely numerical methods, often requiring 

Nomenclature 

cp,l Specific heat of the condensate 
Dvg Vapor diffusivity in the gas 
f Dimensionless streamfunction 
F Filter for the streamfunction 
g Gravity acceleration 
h Heat transfer coefficient 
hfg Latent heat of vaporization 
hm Average heat transfer coefficient 
Ja Jakob number 
k Thermal conductivity of the gas mixture 
kl Thermal conductivity of the condensate 
ṁ″ Condensate mass flux 
Mg Molar mass of the non-condensable gas 
Mv Molar mass of the vapor 
N Norm 
N Truncation order 
Num Average Nusselt number 
p Total pressure 
Pr Prandtl number of the gas mixture 
Prl Prandtl number of the condensate 
qw Wall heat flux 
Q′ Heat transfer rate per unit of depth 
Q′

Nu Heat transfer rate per unit of depth for pure vapor 
Rac Concentration Rayleigh number 
Sc Schmidt number of the gas mixture 
T Temperature of the gas mixture 
Tl Temperature of the liquid film 
Tw Wall temperature 
T∞ Bulk temperature of the gas mixture 
u Vertical component of the velocity in the gas mixture 
ul Vertical component of the velocity in the liquid film 

v Horizontal component of the velocity in the gas mixture 
vl Horizontal component of the velocity in the liquid film 
W Mass fraction of non-condensable gas 
W∞ Bulk mass fraction of non-condensable gas 
x Vertical coordinate 
y Horizontal coordinate 

Greek Symbols 
βT Thermal expansion coefficient 
δ Thickness of the condensate film 
η Modified horizontal coordinate 
θ Dimensionless temperature 
λ Eigenvalues 
μl Dynamic viscosity of the liquid film 
ν Kinematic viscosity of the gas mixture 
νl Kinematic viscosity of the liquid film 
ξ Modified vertical coordinate 
ρ Density of the gas mixture 
ρl Density of the condensate 
φ Modified mass fraction 
ψ Eigenfunctions 
Ψ Streamfunction 

Superscripts and subscripts 
f Related to the streamfunction 
F Filter 
i At the interface 
m, n, q Indexes for the eigenfunctions and eigenvalues 
θ Related to the temperature 
φ Related to the mass fraction 
∗ Filtered quantity 
∼ Normalized quantity 
− Transformed quantity  
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that the condensate film thickness be neglected, avoiding multiphase 
flow analyses and the associated moving boundary [5,17]. In the current 
analysis, external boundary layer formulations for mass, momentum, 
energy, and species conservation are directly solved and the results are 
compared with approximate and experimental results, followed by a 
brief physical analysis. 

2. Model and methods 

Fig. 1 illustrates a saturated mixture composed of a condensable and 
a non-condensable gas with temperature T∞, pressure p, and non- 
condensable gas mass fraction W∞ that interacts with a cold vertical 
wall at uniform temperature Tw. Upon this contact, a condensate film 
forms adjacent to the wall and flows downward due to gravity. The 
portions of the gas mixture sufficiently far from the wall are assumed 
quiescent, thus the pressure variation along the x-direction is deter
mined according to hydrostatic principles. The gas mixture layers in the 
vicinity of the interface with the film are dragged by the liquid. In 
addition, buoyancy forces act on the gas mixture because of temperature 
and concentration gradients induced by the condensation process. 
Finally, the flow is assumed to be in steady state and two-dimensional. 

2.1. Condensate film model and solution 

The same hypotheses proposed by Nusselt’s model for the conden
sate film are adopted, i.e., boundary layer equations with negligible 
inertial/convective effects [38]. The presence of the non-condensable 
gas along with the resulting dramatic drop in condensation rate tend 
to render these assumptions even more accurate than for the analysis of 
pure vapor condensation [14,15]. The reduced condensation rate results 
in liquid films less than 100 μm thick and a Reynolds number based on 
the film thickness below 10, well within the laminar flow range. 

Furthermore, the adoption of the boundary layer hypothesis allows for 
the assumption of constant pressure along the y-direction, thus resulting 
in a buoyancy force per unit of volume acting on the liquid film given by 
(ρl − ρ)g, where ρl and ρ are the densities of the liquid and the bulk gas 
mixture, respectively. Assuming ρl≫ρ, one can then approximate the 
buoyancy force per unit of volume by ρlg. With these simplifications, 
together with the assumption of constant properties, the mass, mo
mentum, and energy conservation principles for the condensate film can 
then be written as, 

∂ul

∂x
+

∂vl

∂y
= 0 (1.a)  

νl
∂2ul

∂y2 + g = 0 (1.b)  

kl
∂2Tl

∂y2 = 0 (1.c)  

with boundary conditions given by, 

ul(x, 0) = vl(x, 0) = 0 (1.d,e)  

μl
∂ul

∂y

⃒
⃒
⃒
⃒

y=δ
≅ 0 (1.f)  

Tl(x, 0) = Tw; Tl(x, δ) = Ti (1.g,h)  

where ul and vl are the velocity components of the condensate film in the 
x- and y-directions, respectively, Tl is the temperature of the condensate, 
Tw is the wall temperature, Ti is the temperature of the interface, νl is the 
kinematic viscosity of the condensate, μl is the dynamic viscosity of the 
condensate, kl is the thermal conductivity of the condensate, and δ is the 
thickness of the condensate film. Eq. (1.f) considers that interfacial shear 
is small, which is supported by the limited effect it has on condensation 
heat transfer [39]. 

Analytical solutions for eqs. (1.a-h) are attainable in terms of the a 
priori unknown film thickness, δ, and interfacial temperature, Ti, as 
follows, 

ul(x, y) =
gδ2

νl

y
δ

(

1 −
1
2

y
δ

)

(2.a)  

vl(x, y) = −
gδ2

2νl
δ′(x)

(y
δ

)2
(2.b)  

Tl(x, y) = Tw + (Ti − Tw)
y
δ (2.c) 

Moreover, employing a mass balance at the interface, eqs. (2.a,b) can 
be used to establish a relation between the film thickness and the 
condensate mass flux into the liquid film in the form, 

ṁ″ = [ρlulδ′(x) − ρlvl]y=δ =
ρlgδ2

νl
δ′(x) (3)  

where ṁ″ is the mass flux of condensate into the film per unit of wall 
area. 

2.2. Gas mixture boundary layer 

Temperature and mass fraction gradients are induced by the 
condensation process, leading to appreciable buoyancy forces and, 
therefore, natural convection in the gas mixture. Instead of accounting 
for variable thermophysical properties in full, the Boussinesq approxi
mation is adopted for the buoyancy forces associated with both thermal- 
and concentration-induced density variations [14,16]. Otherwise, the 
thermophysical properties are assumed constant. A binary 
condensable-non-condensable gas mixture is considered. The boundary 

Fig. 1. Illustration of the film condensation on a vertical wall in the 
presence of a non-condensable gas. Condensate film indicated in blue and 
with thickness δ(x). Uniform wall temperature Tw. Bulk gas mixture properties 
are also included. A Cartesian coordinate system is indicated in red. 
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layer hypothesis is adopted, consequently leading to a negligible pres
sure variation along y and a negligible diffusivity along the vertical di
rection as well. Also, the non-condensable gas molecules are assumed to 
be heavier than the condensable ones. These simplifications lead to the 
following relations for the mass, momentum, energy, and species con
servation principles in the gas mixture: 

∂u
∂x

+
∂v
∂y

= 0 (4.a)  

u
∂u
∂x

+ v
∂u
∂y

= ν ∂2u
∂y2 + gβc(W − W∞) − gβT(T − T∞) (4.b)  

u
∂T
∂x

+ v
∂T
∂y

= α ∂2T
∂y2 (4.c)  

u
∂W
∂x

+ v
∂W
∂y

= Dvg
∂2W
∂y2 (4.d)  

with boundary conditions given by, 

u(0, y) = 0 (4.e)  

T(0, y) = T∞ (4.f)  

W(0, y) = W∞ (4.g)  

u(x, δ) = ul(x, δ) (4.h)  

ṁ″ = [ρuδ′(x) − ρv]y=δ (4.i)  

u(x, y→∞) = 0 (4.j)  

T(x, δ) = Ti; T(x, y→∞) = T∞ (4.k,l)  

ṁ″W(x, δ) + ρDvg
∂W
∂y

⃒
⃒
⃒
⃒

y=δ
= 0 (4.m)  

W(x, y→∞) = W∞ (4.n)  

and, 

βc =
Mg − Mv

Mg −
(
Mg − Mv

)
W∞

(4.o)  

where u and v are the velocity components of the gas mixture in the x- 
and y-directions, respectively, T is the temperature of the gas mixture, W 
is the mass fraction of the non-condensable gas, ν is the kinematic vis
cosity of the gas mixture, T∞ and W∞ are the temperature and mass 
fraction of the non-condensable gas in the bulk gas mixture, respec
tively, βT ≡ 1/T∞ is the thermal expansion coefficient of the gas 
mixture, α is the thermal diffusivity of the gas mixture, Dvg is the vapor 
diffusivity in the gas, Mg is the molar mass of the non-condensable gas, 
and Mv is the molar mass of the condensable gas (vapor). The boundary 
condition of eq. (4.i) stems from a mass balance at the interface on the 
gas mixture side and serves as a boundary condition for v, while eq. (4. 
m) stems from the assumed impermeability of the liquid film to the non- 
condensable gas. 

2.3. Energy balance at the interface and antoine equation 

By employing an energy balance at the interface between the liquid 
film and the gas mixture, one can propose a condensate film growth 
model as follows, 

ṁ″hfg − kl
∂Tl

∂y

⃒
⃒
⃒
⃒

y=δ
= − k

∂T
∂y

⃒
⃒
⃒
⃒

y=δ
(5)  

where hfg is the latent heat of vaporization of the condensing substance, 
and k is the thermal conductivity of the gas mixture. 

Finally, to achieve closure for the models presented so far, it is 
necessary to connect the temperature at the interface, Ti, to the local 
vapor pressure, and, consequently, to the mass fraction of non- 
condensable gas at this location. For this purpose, the Antoine equa
tion is used to relate the vapor pressure and the saturation temperature 
[40]. Naturally, it is assumed that, at the interface, the condensing 
substance is saturated. Employing the state equation for ideal gases, 
Dalton’s law, and rearranging, yields, 

Ti =
3816.44

23.1964 − ln
( Mg(1 − Wi)

Mg(1 − Wi) + MvWi
p
) − 227.02

(6)  

where Wi ≡ W(x, δ) is the mass fraction of non-condensable gas at the 
interface. With the numerical values of eq. (6), the pressure must be in 
Pa and the temperature in ◦C. 

2.4. Generalized Integral Transform Technique (GITT) 

2.4.1. Change of variables 
Previous contributions involving integral transforms solutions to 

external boundary layers have opted for primitive variables formula
tions [34–37]. However, GITT is known to greatly benefit from the 
introduction of as much physical information as possible into the solu
tion process [18–20]. A scale analysis of natural convection boundary 
layer models can show that flow variables such as the vertical velocity 
component and the thickness of the boundary layer scale with x1/2 and 
x1/4, respectively [41]. Although, in general, these scales do not fully 
capture the behavior of these variables with x, their introduction could 
improve possible convergence and model manipulation issues. Hence, a 
change of variables {x, y}→{ξ, η}, analogous to the one used for 
self-similar solutions and based on scale analysis of the model, is 
introduced as follows, 

ξ ≡ x; η ≡ (y − δ)ζx− 1/4 (7.a,b)  

and, 

Ψ ≡ Dvgζξ3/4f (ξ, η) (7.c)  

ζ ≡

[
gβc

νDvg

]1/4

(7.d)  

where Ψ is the streamfunction and f is a dimensionless streamfunction. 
Note that, differently from similarity solution procedures, f is not 
assumed to vary only with η. Similar scale-analysis-based change of 
variables can be introduced for any boundary layer problem [41], 
though they might differ to some extent from eqs. (7.a-d). 

Employing the usual definition of the streamfunction and the set of 
variables presented in eqs. (7.a-d), one may then write the dependent 
variables of the mixture as, 

u =
∂Ψ
∂y

= Dvgζ2ξ1/2∂f
∂η (8.a)  

v = −
∂Ψ
∂x

= Dvgζ
{

δ′(ξ)ζξ1/2∂f
∂η − ξ3/4∂f

∂ξ
+

[
η
4

∂f
∂η −

3
4

f
]

ξ− 1/4
}

(8.b)  

θ =
T − T∞

Tw − T∞
(8.c)  

φ = W − W∞ (8.d) 

Finally, introducing eqs. (8.a-d) into eqs. (4.a-n), rearranging, and 
simplifying yields, 
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ξ
[

∂f
∂η

∂2f
∂ξ∂η −

∂f
∂ξ

∂2f
∂η2

]

−
3
4

f
∂2f
∂η2 +

1
2

(
∂f
∂η

)2

= Sc
∂3f
∂η3 + Scφ + Sc

βT

βc
(T∞ − Tw)θ (9.a)  

ξ
[

∂f
∂η

∂θ
∂ξ

−
∂f
∂ξ

∂θ
∂η

]

−
3
4

f
∂θ
∂η =

Sc
Pr

∂2θ
∂η2 (9.b)  

ξ
[

∂f
∂η

∂φ
∂ξ

−
∂f
∂ξ

∂φ
∂η

]

−
3
4

f
∂φ
∂η =

∂2φ
∂η2 (9.c)  

with boundary conditions given by, 

∂f
∂η

⃒
⃒
⃒
⃒

η=0
=

ul(ξ, δ)ξ− 1/2

Dvgζ2 (9.d)  

f (ξ, 0) =
4
3

ṁ″ξ1/4

ρDvgζ
−

4
3

ξ
∂f
∂ξ

⃒
⃒
⃒
⃒

η=0
(9.e)  

∂f
∂η

⃒
⃒
⃒
⃒

η→∞
= 0 (9.f)  

θ(ξ, 0) =
Ti − T∞

Tw − T∞
; θ(ξ, η→∞) = 0 (9.g,h)  

ṁ″ξ1/4

ρDvgζ
φ(ξ, 0) +

∂φ
∂η

⃒
⃒
⃒
⃒

η=0
= −

ṁ″ξ1/4

ρDvgζ
W∞ (9.i)  

φ(ξ, η→∞) = 0 (9.j)  

where Sc and Pr are the Schmidt and Prandtl numbers for the gas 
mixture. It is also important to mention that, even though eqs. (9.f,h,j) 
impose boundary conditions at infinity, from a computational point-of- 
view, they are imposed at a finite η; more specifically, at η = ηf . 

2.4.2. Implicit filter 
Decomposing the dependent variables in filter and filtered functions 

may be used to homogenize the equations and boundary conditions 
source terms, with an associated benefit in convergence behavior [20]. 
Among possible filtering schemes, the implicit filter allows the user to 
choose boundary conditions for the filtered potentials, at the expense of 
having to solve unknown terms together with the transformed problem 
[42,43]. Given the complex nature of the boundary conditions of eqs. (9. 
e,g,i), an implicit filter is used and the dependent variables are decom
posed as, 

f (ξ, η) = F(ξ, η) + f ∗(ξ, η) (10.a)  

θ(ξ, η) = θF(ξ, η) + θ∗(ξ, η) (10.b)  

φ(ξ, η) = φF(ξ, η) + φ∗(ξ, η) (10.c) 

In addition, the following boundary conditions are chosen for the 
filtered potentials: 

∂f ∗

∂η

⃒
⃒
⃒
⃒

η=0
= 0; f ∗(ξ, 0) = 0 (11.a,b)  

∂f ∗

∂η

⃒
⃒
⃒
⃒

η=ηf

= 0 (11.c)  

θ∗(ξ, 0) = 0; θ∗
(
ξ, ηf

)
= 0(11.d, e) (11.d,e)  

φ∗(ξ, 0) = 0; φ∗
(
ξ, ηf

)
= 0(11.f, g) (11.f,g) 

Substituting eqs. (10.a-c) and (11.a-g) into the boundary conditions 
of eqs. (9.d-j) and proposing quadratic, for F(ξ,η), and linear, for θF(ξ, η)

and φF(ξ,η), polynomials in η, yields 

F(ξ, η) = a0(ξ) +
ul(ξ, δ)ξ− 1/2

Dvgζ2 η
(

1 −
1
2

η
ηf

)

(12.a)  

θF(ξ, η) = Ti − T∞

Tw − T∞

(

1 −
η
ηf

)

(12.b)  

φF(ξ, η) = c0(ξ)
(

1 −
η
ηf

)

(12.c)  

where the unknown coefficients are determined from the following 
equations: 

ξ
da0

dξ
+

3
4

a0(ξ) =
ṁ″ξ1/4

ρDvgζ
− ξ

∂f ∗

∂ξ

⃒
⃒
⃒
⃒

η=0
(12.d)  

c0(ξ)

(
ṁ″ξ1/4

ρDvgζ
−

1
ηf

)

= −
ṁ″ξ1/4

ρDvgζ
W∞ −

∂φ∗

∂η

⃒
⃒
⃒
⃒

η=0
(12.e) 

Upon employing the decompositions of eqs. (10.a-c) into eqs. (9.a-c), 
one then arrives at, 

ξ
[

∂f ∗

∂η
∂2f ∗

∂ξ∂η −
∂2f ∗

∂η2

∂f ∗

∂ξ
+

∂F
∂η

∂2f ∗

∂ξ∂η −
∂2F
∂η2

∂f ∗

∂ξ
+

∂f ∗

∂η
∂2F
∂ξ∂η −

∂2f ∗

∂η2

∂F
∂ξ

]

+
1
2

(
∂f ∗

∂η

)2

−
3
4

[

f ∗
∂2f ∗

∂η2 + F
∂2f ∗

∂η2 + f ∗
∂2F
∂η2

]

+
∂F
∂η

∂f ∗

∂η

= Sc
∂3f ∗

∂η3 + Sc[φF + φ∗] + Sc
βT

βc
(T∞ − Tw)[θF + θ∗] +

3
4

F
∂2F
∂η2 −

1
2

(
∂F
∂η

)2

− ξ
[

∂F
∂η

∂2F
∂ξ∂η −

∂F
∂ξ

∂2F
∂η2

]

(13.a)  

ξ
[

∂f ∗

∂η
∂θ∗

∂ξ
−

∂f ∗

∂ξ
∂θ∗

∂η +
∂F
∂η

∂θ∗

∂ξ
−

∂F
∂ξ

∂θ∗

∂η +
∂f ∗

∂η
∂θF

∂ξ
−

∂f ∗

∂ξ
∂θF

∂η

]

−
3
4

[

f ∗
∂θ∗

∂η +F
∂θ∗

∂η + f ∗
∂θF

∂η

]

=
Sc
Pr

∂2θ∗

∂η2 +
3
4

F
∂θF

∂η

− ξ
[

∂F
∂η

∂θF

∂ξ
−

∂F
∂ξ

∂θF

∂η

]

(13.b)  

ξ
[

∂f ∗

∂η
∂φ∗

∂ξ
−

∂f ∗

∂ξ
∂φ∗

∂η +
∂F
∂η

∂φ∗

∂ξ
−

∂F
∂ξ

∂φ∗

∂η +
∂f ∗

∂η
∂φF

∂ξ
−

∂f ∗

∂ξ
∂φF

∂η

]

−
3
4

[

f ∗
∂φ∗

∂η +F
∂φ∗

∂η + f ∗
∂φF

∂η

]

=
∂2φ∗

∂η2 +
3
4

F
∂φF

∂η

− ξ
[

∂F
∂η

∂φF

∂ξ
−

∂F
∂ξ

∂φF

∂η

]

(13.c)  

2.4.3. Eigenvalue problems 
To proceed with the integral transform process, eigenvalue problems 

must be proposed for each dependent variable. The chosen homoge
neous boundary conditions of eqs. (11.a-g) are also imposed onto the 
eigenvalue problems. For the filtered dimensionless streamfunction, f∗, 
a third order eigenvalue problem is used, based on the following ordi
nary differential equation: 

d3ψf ,m

dη3 + λ2
f ,mψf ,m(η) = 0,m = 1, 2, 3,… (14.a)  

with boundary conditions and normalization given by, 

ψf ,m(0) = 0; ψ′
f ,m(0) = 0 (14.b,c)  

ψ′
f ,m

(
ηf
)
= 0 (14.d)  
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Nf ,m =

∫ηf

0

ψ′
f ,m(η)

2dη; ψ̃ f ,m(η) =
ψf ,m(η)
̅̅̅̅̅̅̅̅
Nf ,m

√ (14.e,f)  

and bearing the following orthogonality property, 

∫ηf

0

ψ̃′
f ,m(η)ψ̃

′
f ,n(η)dη = δmn (14.g)  

where ψ f ,m and λf ,m are the eigenfunction and associated eigenvalue for 
the dimensionless streamfunction, respectively, and δmn is Kronecker’s 
delta. 

For the filtered dimensionless temperature and mass fraction, a 
second order eigenproblem is proposed, based on the following one- 
dimensional Helmholtz equation: 

d2ψθφ,m

dη2 + λ2
θφ,mψθφ,m(η) = 0,m = 1, 2, 3,… (15.a)  

with boundary conditions and normalization given by, 

ψθφ,m(0) = 0; ψθφ,m
(
ηf
)
= 0 (15.b,c)  

Nθφ,m =

∫ηf

0

ψθφ,m(η)ψθφ,m(η)dη; ψ̃θφ,m(η) =
ψθφ,m(η)
̅̅̅̅̅̅̅̅̅̅̅
Nθφ,m

√ (15.d,e)  

and bearing the following orthogonality property, 

∫ηf

0

ψ̃θφ,m(η)ψ̃θφ,n(η)dη = δmn (15.f)  

where ψθφ,m and λθφ,m are the eigenfunction and associated eigenvalue 
for the dimensionless temperature and mass fraction, respectively. 

2.4.4. Transformed problems 
The orthogonality properties of eqs. (14.g) and (15.f) allow for the 

establishment of the following transform-inverse pairs: 
Transforms: 

f m(ξ) =
∫ηf

0

ψ̃′
f ,m(η)f ∗(ξ, η)dη (16.a)  

θm(ξ) =
∫ηf

0

ψ̃θφ,m(η)θ∗(ξ, η)dη (16.b)  

φm(ξ) =
∫ηf

0

ψ̃θφ,m(η)φ∗(ξ, η)dη (16.c) 

Inverses: 

f ∗(ξ, η) =
∑∞

m=1
f m(ξ)ψ̃ f ,m(η) (16.d)  

θ∗(ξ, η) =
∑∞

m=1
θm(ξ)ψ̃θφ,m(η) (16.e)  

φ∗(ξ, η) =
∑∞

m=1
φm(ξ)ψ̃θφ,m(η) (16.f) 

Applying 
∫ηf

0

ψ̃′
f ,m(η)( ⋅)dη to eqs. (13.a) and 

∫ηf

0

ψ̃θφ,m(η)( ⋅)dη to eqs. 

(13.b,c), reuniting with eqs. (5), (6), and (12.d,e), substituting the 

inverse formulae of eqs. (16.d-f), and rearranging, yields, 

∑∞

q=1

∑∞

n=1

{

Amnqξf n
df q

dξ
+

1
2

(

A1,mnq +
3
2
A2,mnq

)

f nf q

}

+ Scλ2
f ,mf m

+
∑∞

n=1

{

Bmnξ
df n

dξ
+Cmnf n

}

= Scφm + Sc
βT

βc
(T∞ − Tw)θm + gf ,m

(17.a)  

∑∞

q=1

∑∞

n=1

{

Dmnqξf n
dθq

dξ
+Emnqξ

df n

dξ
θq +

3
4
Emnqf nθq

}

+
Sc
Pr

λ2
θφ,mθm

+
∑∞

n=1

{

Gmnξ
dθn

dξ
+Hmnθn +Kmnξ

df n

dξ
+Lmnf n

}

= gθ,m

(17.b)  

∑∞

q=1

∑∞

n=1

{

Dmnqξf n
dφq

dξ
+Emnqξ

df n

dξ
φq +

3
4

Emnqf nφq

}

+ λ2
θφ,mφm

+
∑∞

n=1

{

Gmnξ
dφn

dξ
+Hmnφn +Omnξ

df n

dξ
+Pmnf n

}

= gφ,m

(17.c)  

d(δ4)

dξ
=

4ν2
l

g
cp,l(T∞ − Tw)

Prlhfg

{
Ti − Tw

T∞ − Tw
+

Ti − T∞

T∞ − Tw

k
kl

δ
ξ1/4

ζ
ηf

+
k
kl

ζ
δ

ξ1/4

∑∞

m=1
ψ∼

’
θφ,m(0)θm

}

(17.d)  

ξ
da0

dξ
+

3
4

a0(ξ) =
ṁ″ξ1/4

ρDvgζ
− ξ

∑∞

m=1
ψ̃ f ,m(0)

df m

dξ
(17.e)  

c0(ξ)

(
ṁ″ξ1/4

ρDvgζ
−

1
ηf

)

= −
ṁ″ξ1/4

ρDvgζ
W∞ −

∑∞

m=1
ψ̃′

θφ,m(0)φm (17.f)  

with an initial condition for the liquid film thickness given by, 

δ(0) = 0 (17.g)  

where Prl and cp,l are the Prandtl number and the specific heat at con
stant pressure of the liquid, respectively. Expressions for the integral 
coefficients are provided in Appendix A. 

2.5. Computational procedure 

From a computational standpoint, it is impossible to solve the infi
nitely large coupled ordinary differential equations system of eqs. (17.a- 
f); thus, truncation to finite orders is inevitable. The inverse formulae of 
eqs. (16.d,e,f) are hence truncated to finite orders N f , N θ, N φ, 
respectively. These truncation orders then trickle down to the ordinary 
differential equations systems of eqs. (17.a-f), thereby leading to a finite 
system of equations, and are the only parameters to monitor for 
checking the convergence of the results. 

Analytical expressions for the integral coefficients of eqs. (A.1.a-p) 
are obtained with symbolic computation using the Wolfram Mathematica 
v.12.3 platform [44]. The numerical values of these coefficients are then 
attained with binaries programmed in C++ running in the GPU 
(Graphics Processing Unit) and using functions built-in the Mathematica 
environment to feed and retrieve data from the video memory. 

When x→0, η→∞; thus, the boundary conditions at ξ = x = 0 of eqs. 
(4.e-g) are already conveyed by the boundary conditions of eqs. (9.f,h,j). 
Any conditions imposed at ξ→0 are expected to be short-lived and 
confined to an infinitely small portion adjacent to the liquid film. 
Nonetheless, the numerical integration algorithm still needs starting 
values. For simplicity, the filters are used as initial conditions, yielding 
the following initial conditions: 

a0(ξ→0) = 0;
∂f ∗

∂η

⃒
⃒
⃒
⃒

ξ→0
= 0 (18.a,b)  
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θ∗(ξ→0, η) = 0; φ∗(ξ→0, η) = 0 (18.c,d) 

To avoid the singularities of eqs. (17.a-f) at ξ = 0, their integration is 
started at a small but finite value, for instance, ξ = 10− 6. Moreover, 
instead of strictly imposing eq. (17.g) and dealing with the associated 
singularity it introduces into eq. (17.d), an approximate value, δ0, 
calculated at ξ = x = 10− 6 m with the classical Nusselt model for the 
film thickness (see eq. B.1.a), is imposed as initial condition for δ. 
Similarly, the right-hand sides of eqs. (18.a-d) are set to a small finite 
value, i.e., 10− 6. More detailed initial conditions are provided in Ap
pendix B. 

The numerical integration of the transformed problem of eqs. (17.a- 
g) is carried out with the Implicit Differential-Algebraic (IDA) method 
[45] built-in the function NDSolve from Wolfram Mathematica v.12.3 
[44]. At least 8-digit accuracy and precision goals are set for error 
control in NDSolve’s algorithm. Once the transformed potentials fm, θm, 
and φm are numerically calculated, the inverse formulae, eqs. (16.d-f), 
and the filtering decompositions, eqs. (10.a-c), can be used to recover 
the dimensionless streamfunction, temperature, and mass fraction. 

The results of this work are obtained for a gas mixture consisting of 
water vapor and air. The thermophysical properties for liquid water and 
for the humid air are obtained from tables and correlations available in 
the literature [46,47] using the film temperature 0.5(Tw + T∞). The 
exception is the thermal expansion coefficient, which is evaluated at the 
bulk temperature, T∞. Each simulation run takes at most 14 min in an 
Intel i7 11800H, 64 GB DDR4, NVIDIA RTX 3050 computer for N f =

100, N θ = 100, and N φ = 200, and accuracy and precision goals set to 
8 digits in the NDSolve routine. 

2.6. Post-processing 

Several quantities derived from already defined variables are used to 
present and analyze the results attained with the described solution 
procedure. To ease the understanding of the results, the definitions used 
for these quantities are provided in this section. 

The heat flux at the wall can be determined with Fourier’s law 
applied to the liquid film as follows, 

qw = kl
Ti − Tw

δ
(19)  

where qw is the local heat flux at the wall. 
Defining the local heat transfer coefficient as, 

h =
qw

T∞ − Tw
=

kl

δ
Ti − Tw

T∞ − Tw
(20.a) 

one then obtains, 

hm =
1
L

∫L

0

hdx (20.b)  

Num =
hmL

k
(20.c)  

where hm and Num are the average heat transfer coefficient and Nusselt 
number, respectively. 

The heat transfer rate per unit of depth can be obtained through 
integration of eq. (19), yielding, 

Q′ =

∫L

0

qwdx (21)  

where Q′ is the heat transfer rate per unit of depth and L is the height of 
the vertical wall depicted in Fig. 1. 

A comparative metric against results from the classical Nusselt model 
for pure vapor film condensation [38] will be useful further in the text. 

More specifically, it is defined as the ratio between the heat transfer per 
unit of depth obtained from eq. (21), Q′, and the one calculated ac
cording to the Nusselt model, Q′

Nu, which can be calculated as [14,38], 

Q′
Nu =

4
3
μlhfg

[
cp,l(T∞ − Tw)

Prlhfg

]3/4(gL3

4ν2
l

)1/4

(22)  

where Q′
Nu is the heat transfer rate per unit of depth for pure saturated 

vapor film condensation. 

3. Results and discussion 

3.1. Convergence analysis 

Table 1 presents the convergence behavior of the gas mixture ve
locity at the interface and the ratio Q′/Q′

Nu with varying truncation or
ders N f , N θ, and N φ. For the velocity, values at four different vertical 
positions are shown. The numerical values are attained with a bulk mass 
fraction of 0.1, a wall height of 0.1 m, a total pressure of 1 atm, and a 
degree of subcooling of 30 ◦C. The convergence of both the velocity at 
the interface and the ratio of heat transfer rates are deemed satisfactory, 
with the highest employed truncation order achieving at least three 
significant fully converged digits. 

The last four lines in Table 1 serve the purpose of probing the relative 
importance of each truncation order. From the changes in the values 
observed with the subtraction of 10 terms from each order we can assert 
that the results are more sensitive to the truncation order of the mass 
fraction, N φ, by noting that, percentagewise, it suffered the lowest 
change while still affecting the velocity and heat transfer at least as 
much as going from N f = 100 to N f = 90 does. For this reason, N φ 

must assume values considerably larger than N f and N θ to achieve a 
satisfactorily converged result, while keeping the computational cost as 
low as possible. Henceforth, 100, 100, and 200 are respectively adopted 
as the truncation orders N f , N θ, and N φ. 

3.2. Experimental validation 

Fig. 2 shows a comparison between results of the present work and 
measurements of heat transfer rates for condensation on vertical walls in 
the presence of a non-condensable gas [13]. Six graphs are displayed, 
each containing results for a different bulk mass fraction, W∞. In all of 
them, the ratio of heat transfer rates, Q′/Q′

Nu, is plotted as a function of 
the subcooling, as given by the temperature difference T∞ − Tw. As can 
be seen from the data, the agreement is overall good. Yet, larger de
viations are observed for the two lowest bulk mass fractions. A clue to 
the reason can be found in the experimental work [13], which posits that 
the experimental uncertainties are expected to be large for low W∞ due 
to the difficulty in measuring this quantity accurately and the high 
sensitivity of the heat transfer rate even to small deviations in the bulk 

Table 1 
Convergence analysis of the heat transfer rate, and the interfacial velocity 
with varying truncation orders. Entry data: W∞ = 0.1; L = 0.1 m; T∞ − Tw =

30 ◦C; p = 1 atm; ηf = 6.8.  

N f N θ N φ u(x, δ) (mm/s) Q′

Q′
Nu x = 20 

mm 
x = 40 
mm 

x = 60 
mm 

x = 80 
mm 

60 60 160 18.175 25.682 31.444 36.304 0.13132 
70 70 170 18.182 25.684 31.440 36.293 0.13124 
80 80 180 18.201 25.713 31.476 36.335 0.13147 
90 90 190 18.213 25.730 31.499 36.363 0.13164 
90 100 200 18.223 25.742 31.512 36.376 0.13170 
100 90 200 18.229 25.760 31.541 36.417 0.13196 
100 100 190 18.212 25.727 31.493 36.353 0.13158 
100 100 200 18.228 25.759 31.540 36.415 0.13195  
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mass fraction. Moreover, the ratio of heat transfer is considerably lower 
than one for all cases illustrated in Fig. 2, thereby providing further 
confirmation of the dramatic effect that fairly small amounts of 
non-condensing gases can have on heat transfer performance. 

Fig. 3 depicts the heat transfer ratio as a function of the bulk mass 
fraction. Solid lines stand for results from the proposed methodology 
and computational code; three curves are provided, each for a different 
degree of subcooling. Symbols stem from experimental results for de
grees of subcooling above and below 20 ◦C [13]. As observed, once 
more, the results from the present work compare favorably with the 
experimental ones, further confirming the adequacy of the proposed 
methodology. In the lower range of mass fractions, the deviation be
tween hybrid numerical-analytical results and experimental data is 
larger for the reasons already discussed in the context of Fig. 2. 

3.3. Comparison with Karman-Pohlhausen’s integral method and 
physical analysis 

Four parameters were identified as being capable of conveying all 
physical information contained within the present model, namely the 
absolute total pressure p, the bulk mass fraction W∞, the concentration 
Rayleigh number Rac ≡ gβcL3/νDvg, and the Jakob number 
Ja ≡ cp,l(T∞ − Tw)/hfg. Even the film temperature, which serves to 
determine the values of the thermophysical properties, can be uniquely 
determined from the knowledge of W∞ and Ja. Thus, for the sake of 
conciseness, we shall restrict the analysis to varying dimensionless pa
rameters W∞, Rac, and Ja, while keeping the total pressure, p, equal to 1 
atm. 

A solution using the Karman-Pohlhausen integral method of a 
simplified version of the condensation problem in the presence of a non- 
condensable gas was recently reported [48]. Fig. 4a,b compare the re
sults for the profiles of the vertical velocity component and the mass 
fraction in the gas mixture, respectively, from the GITT solution pre
sented in this work with the ones from the integral method. In these 
graphs, velocity and mass fraction profiles are presented for three 
different values of bulk mass fraction, W∞, while setting Rac = 106, and 
Ja = 0.05. A logarithmic scale is employed in the horizontal axis of the 
graphs to highlight the near-condensate-film region, since the involved 
transport phenomena between the gas mixture and the liquid film are 
mostly governed by what happens in this portion of the gas mixture. 
Inasmuch as the integral method is not intended to fully capture the 
information of the profiles along y [41], it is still capable of producing 
fairly good results near the condensate film. Deviations between the 
GITT and the integral method results are larger for the velocity than for 
the mass fraction, due to the approximate manner the latter treats the 
profiles along y [41]. Nonetheless, the comparison provides further 

Fig. 2. Validation of the method and computational code against experi
mental results. Q′/Q′

Nu as a function of the degree of subcooling, T∞ − Tw, for 
six different bulk mass fractions. 

Fig. 3. Validation of the method and computational code against experi
mental results. Q′/Q′

Nu as a function of bulk mass fraction obtained numeri
cally and experimentally for three and two degrees of subcooling, respectively. 
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verification of the proposed solution methodology against results from a 
completely independent approach to deal with the boundary layers 
involved in the condensation process. 

The lower velocities and higher non-condensable gas mass fractions 
at the interface between the liquid film and the gas mixture with rising 
bulk mass fractions of non-condensing substance is a sign of the detri
mental effects it has on the condensation process. With less condensate 

output, the drag imposed by the liquid film is smaller, rendering lower 
gas mixture velocities near the interface. As for the mass fraction of non- 
condensable gas at the interface, it grows with higher bulk mass frac
tions, thus indicating a more severe accumulation of this substance at 
this location, precluding the vapor from reaching the condensing site. 

Further verification of the solution methodology proposed in this 
work is provided by the velocity and mass fraction profiles of Fig. 5a,b 

Fig. 4. Comparison of the GITT with results from the integral method with varying bulk mass fraction. Values for the remaining entry parameters are Rac =

106, and Ja = 0.05. (a) Vertical velocity component profile in the gas mixture at the bottom of the wall depicted in Fig. 1; (b) Mass fraction profile in the gas mixture 
at the bottom of the wall depicted in Fig. 1. 

Fig. 5. Comparison of the GITT with results from the integral method with varying concentration Rayleigh number. Values for the remaining entry pa
rameters are W∞ = 0.1, and Ja = 0.05. (a) Vertical velocity component profile in the gas mixture at the bottom of the wall depicted in Fig. 1; (b) Mass fraction profile 
in the gas mixture at the bottom of the wall depicted in Fig. 1. 
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stemming from both the GITT and the integral method. In these graphs, 
Rayleigh is set to three different values spanning three orders of 
magnitude between 105 and 107, while W∞ = 0.1 and Ja = 0.05. 
Despite its shortcomings, the integral method results are relatively close 
to the GITT ones, especially for the mass fraction profiles, which adds to 
the verification effort of the GITT procedure against a different meth
odology and computational code. 

Raising the concentration Rayleigh number has a substantial effect 
on the velocity magnitudes, indicating that natural convection is at least 
as important to determine the gas mixture flow as the drag force effected 
by the gravity-induced downward flow of the condensate film. On the 
other hand, the mass fraction, especially at the interface is rather 
insensible to changes in Rac. 

A final verification effort is made by evaluating the velocity and mass 
fraction profiles for varying values of the Jakob number, as depicted in 
Fig. 6a,b. The pattern of marginal agreement between the velocity 
profiles and very good agreement between the mass fraction profiles 
obtained with the GITT and integral methods is repeated. As these re
sults stem from independent solution methodologies and given the 
agreement found between GITT and experimental results in section 3.2, 
we can infer that the proposed approach is adequate to the analysis of 
external boundary layer flows, even when complex phenomena such as 
condensation in the presence of non-condensables is considered. 

The Jakob number, Ja, represents the main driving force for the 
condensation process, i.e., it is proportional to T∞ − Tw. Therefore, its 
effect on the mass fraction profiles of Fig. 6 a is significant and higher 
values of Ja are associated with higher values of non-condensable gas 
mass fraction at the interface. Physically, the vapor is more effectively 
depleted when the driving force increases, which explains the observed 
behavior. 

The last set of results are dedicated to examining the behavior of the 
ratio of heat transfer rates and the average Nusselt number with the 
variation of the parameters Rac, W∞, and Ja. Fig. 7 a shows how the ratio 
of heat transfer rates, Q′/Q′

Nu, and the average Nusselt number, Num, 
behave when the concentration Rayleigh number, Rac, is varied. Even 
though the contemplated values of Rac span three orders of magnitude, 

the change in the ratio of heat transfer rates is negligible. This indicates 
that the heat transfer rate per unit of depth obtained in the presence of a 
non-condensable gas retains the same scale with the Rayleigh number as 
the one in the classical Nusselt model for condensation of pure vapor, i. 
e., Q′∝Ra1/4

c (see eq. (22)). Consequently, since the wall height, L, is 
present only in Rac, this scaling leads to the conclusion that the heat 
transfer rate scales with L3/4. As for the average Nusselt number, it 
greatly increases with rising Rac, for stronger natural convection favors 
convective heat transfer and vapor mass transport to the interface be
tween the gas mixture and the condensate film, thereby improving 
condensation heat transfer. 

In Fig. 7b,c, the behavior of the ratio of heat transfer rates and the 
average Nusselt number are probed with varying bulk mass fraction, 
W∞, and Jakob number, Ja, respectively. Both Q′/Q′

Nu and Num decrease 
when more non-condensable gas is present, which mirrors the behavior 
observed in Fig. 3 and in other experimental and numerical contribu
tions [13–15]. As previously stated, this fact is due to the accumulation 
of non-condensing substance at the interface, which blocks access of 
vapor molecules to the condensation sites, underscoring the importance 
of accounting for even small amounts of non-condensable gases in the 
analysis and design of processes and equipment involving condensation. 
A somewhat similar trend is observed with varying Jakob number, Ja. At 
first glance, this seems counterintuitive, given the direct relation be
tween Ja and the driving force T∞ − Tw and the expected positive effect 
it has on the heat transfer rate. However, one must be aware that both 
the ratio of heat transfer rates and the average Nusselt number express 
heat transfer rates per unit of temperature difference (see eqs. (20.a-c), 
(21), and (22)); more specifically, the heat transfer rate is divided by 
(T∞ − Tw)

3/4 and T∞ − Tw in the definitions of Q′/Q′
Nu and Num, 

respectively. Therefore, from Fig. 7 c, we can conclude that, when 
non-condensable gases are present, the heat transfer rate, Q′, is a weaker 
function of the Jakob number than occurs with pure vapor. A possible 
reason is the presence of the non-condensable gas partially offsetting the 
driving force by imposing that the temperature at the interface, Ti, be 
lower than the bulk one, T∞. 

Fig. 6. Comparison of the GITT with results from the integral method with varying Jakob number. Values for the remaining entry parameters are W∞ = 0.1, 
and Rac = 106. (a) Vertical velocity component profile in the gas mixture at the bottom of the wall depicted in Fig. 1; (b) Mass fraction profile in the gas mixture at 
the bottom of the wall depicted in Fig. 1. 
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4. Conclusions 

Film condensation in the presence of a non-condensable gas is 
theoretically analyzed. A solution methodology for external boundary 
layers based on the Generalized Integral Transform Technique (GITT) 
was proposed for this purpose. A pre-processing step to employ a 
physically inspired change of variables was proposed to improve man
ageability of the model during the integral transformation process. 
Similar changes of variables stemming from scale analysis are possible 
for all boundary layer flows [41] and can be reproduced in other ap
plications, though the definitions of the new variables may vary to some 
extent from the ones herein presented. 

Experimental results for condensation of water vapor in moist air on 
a vertical wall were used to validate the model, solution methodology, 
and the developed computational implementation. Moreover, compar
isons with Karman-Pohlhausen’s solution procedure were introduced to 
provide further evidence on the suitability of the proposed solution 
framework. Overall, the GITT proved to be capable of dealing effectively 
with external boundary layer flows, even when the models are compli
cated enough to be troublesome for purely numerical alternatives, such 
as finite volumes [5,17]. 

Finally, a brief physical analysis confirmed the dramatic effect small 
quantities of non-condensable gas can have on condensation heat 
transfer already noted in previous contributions [11,13–16]. The 
movement of the gas mixture, at least for the analyzed conditions, was 
equivalently driven by the gravity-induced downward flow of the 
condensate film and natural convection. In spite of the presence of the 

non-condensable gas, the heat transfer rate retains the scaling with the 
Rayleigh number predicted by the classical Nusselt model [14,38], 

which means Q̇′∝L3/4. On the other hand, due to the presence of 
non-condensables, the temperature difference along the liquid film will 
necessarily be lower than the difference between the bulk temperature 
of the gas mixture and the wall temperature. This phenomenon is 
directly related to the local accumulation of non-condensable gas at the 
interface with the liquid film and the associated decrease in vapor 
pressure at this location, thereby leading to lower heat transfer rates 
than the ones attainable with pure vapor. 
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Fig. 7. Effect of concentration Rayleigh number, bulk mass fraction, and Jakob number on the ratio of heat transfer rates and the average Nusselt 
number. (a) Varying concentration Rayleigh number; (b) Varying bulk mass fraction; (c) Varying Jakob number. Left- and rightmost vertical axes represent Q′/ Q′

Nu 
and Num, respectively. 
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APPENDIX A. INTEGRAL COEFFICIENTS 

The integral coefficients present in eqs. (17.a-c) are given by, 

A1,mnq =

∫ηf

0

ψ̃′
f ,m(η)ψ̃

′
f ,n(η)ψ̃

′
f ,q(η)dη (A.1.a)  

A2,mnq = −

∫ηf

0

ψ̃′
f ,m(η)ψ̃

″
f ,n(η)ψ̃ f ,q(η)dη (A.1.b)  

Amnq = A1,mnq + A2,mnq (A.1.c)  

Bmn =

∫ηf

0

ψ̃′
f ,m(η)

[
∂F
∂ηψ̃′

f ,n(η) −
∂2F
∂η2 ψ̃ f ,n(η)

]

dη (A.1.d)  

Cmn =

∫ηf

0

ψ̃′
f ,m(η)

[

ξ
∂2F
∂ξ∂ηψ̃′

f ,n(η) − ξ
∂F
∂ξ

ψ̃″
f ,n(η)+

∂F
∂ηψ̃′

f ,n(η)

−
3
4

Fψ̃″
f ,n(η) −

3
4

∂2F
∂η2 ψ̃ f ,n(η)

]

dη
(A.1.e)  

gf ,m =

∫ηf

0

ψ∼
’
f ,m(η)

{

ScφF + Sc
βT

βc
(T∞ − Tw)θF +

3
4

F
∂2F
∂η2 −

1
2

(
∂F
∂η

)2

− ξ
[

∂F
∂η

∂2F
∂ξ∂η −

∂F
∂ξ

∂2F
∂η2

]}

dη (A.1.f)  

Dmnq =

∫ηf

0

ψ̃θφ,m(η)ψ̃
′
f ,n(η)ψ̃θφ,q(η)dη (A.1.g)  

Emnq = −

∫ηf

0

ψ̃θφ,mψ̃ f ,n(η)ψ̃
′
θφ,q(η)dη (A.1.h)  

Gmn =

∫ηf

0

∂F
∂ηψ̃θφ,m(η)ψ̃θφ,n(η)dη (A.1.i)  

Hmn = −

∫ηf

0

[

ξ
∂F
∂ξ

+
3
4

F
]

ψ̃θφ,m(η)ψ̃
′
θφ,n(η)dη (A.1.j)  

Kmn = −

∫ηf

0

∂θF

∂η ψ̃θφ,m(η)ψ̃ f ,n(η)dη (A.1.k)  

Lmn =

∫ηf

0

ψ̃θφ,m(η)
[

ξ
∂θF

∂ξ
ψ̃′

f ,n(η) −
3
4

∂θF

∂η ψ̃f ,n(η)
]

dη (A.1.l)  

gθ,m =

∫ηf

0

ψ̃θφ,m(η)
{

3
4

F
∂θF

∂η − ξ
[

∂F
∂η

∂θF

∂ξ
−

∂F
∂ξ

∂θF

∂η

]}

dη (A.1.m)  

Omn = −

∫ηf

0

∂φF

∂η ψ̃θφ,m(η)ψ̃ f ,n(η)dη (A.1.n)  

Pmn =

∫ηf

0

ψ̃θφ,m(η)
[

ξ
∂φF

∂ξ
ψ̃′

f ,n(η) −
3
4

∂φF

∂η ψ̃f ,n(η)
]

dη (A.1.o)  

gφ,m =

∫ηf

0

ψ̃θφ,m(η)
{

3
4

F
∂φF

∂η − ξ
[

∂F
∂η

∂φF

∂ξ
−

∂F
∂ξ

∂φF

∂η

]}

dη (A.1.p) 
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APPENDIX B. INITIAL CONDITIONS 

The initial conditions applied at a finite ξ can be written as, 

δ
(
10− 6) = δ0 =

[
cp,l(T∞ − Tw)

Prlhfg

]1/4( g
4ν2

l

)− 1/4

10− 3/2 (B.1.a)  

a0
(
10− 6) = 10− 6;

∂f ∗

∂η

⃒
⃒
⃒
⃒

ξ=10− 6
= 10− 6 (B.1.b,c)  

θ∗
(
10− 6, η

)
= 10− 6; φ∗

(
10− 6, η

)
= 10− 6 (B.1.d,e) 

The transformed initial conditions are obtained by applying the operator 
∫ηf

0

ψ̃′
f ,m(η)( ⋅)dη to eq. (B.1.c) and 

∫ηf

0

ψ̃θφ,m(η)( ⋅)dη to eqs. (B.1.d,e), 

yielding, 

f m
(
10− 6) = 10− 6

∫ηf

0

ψ̃′
f ,m(η)dη (B.2.a)  

θm
(
10− 6) = 10− 6

∫ηf

0

ψ̃θφ,m(η)dη (B.2.b)  

φm
(
10− 6) = 10− 6

∫ηf

0

ψ̃θφ,m(η)dη (B.2.c)  
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